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Abstract

The Internet is the platform for most of our communications needs today. The networks underlying the

Internet undergo continual change – both planned changes (e.g., adding a new router) or unplanned fail-

ures. Unfortunately, these changes can lead to performance disruptions, which affect the user experience.

Because of this, network operators have to quickly diagnose and fix any problems that arise. Diagnosing

wide-area performance disruptions is challenging: first, each network has limited visibility into other net-

works, so network operators must collect and analyze measurements of routing and traffic data in order

to infer the root cause of the disruption; second, there are so many potential factors which might lead to

performance disruptions, and these factors are usually interdependent of each other; third, there are no

formalized ways to define metrics and classify the performance disruption according to the causes, thus

network diagnosis is usually done in an ad-hoc manner.

The thesis conducts two case studies to diagnose wide-area performance disruptions from the perspec-

tives of a large tier-1 Internet Service Provider (ISP) and a large content distribution network (CDN): i)

From the ISP’s perspective, we designed and implemented a system that tracks inter-domain route changes

at scale and in real time. Our system can be used as the building block for many diagnosis tools for the

ISPs. ii) From the CDN’s perspective, we focus on diagnosing wide-area network changes which resulted

in latency increases to access the services in the CDN. We designed a method for automatically classifying

large increases of latency, and evaluated our techniques on one month of measurement data to identify

major sources of high latency for the CDN.

Stepping back, the difficulties in network diagnosis can be traced back to the inter-domain routing pro-

tocol itself. Based on the lessons learned from the case studies, we refactor the border gateway protocol

(BGP), the main inter-domain routing protocol in two ways: first, since the network operator has visibil-

ity into its own network and some limited visibility in the neighboring networks, we propose to select a

route only based on the next-hop AS (instead of the networks further away); second, the BGP protocol

was designed as a way to exchange path availability information between independent networks, not with

the operational challenges of performance, security, and traffic engineering. This has led many to propose

additional BGP attributes that satisfy the operational needs. These proposals make the protocol and config-

uration more complicated, and thus more error-prone and more difficult for network operators to diagnose

problems. Instead, we propose simplifying the protocol, and in effect enable addressing the operational

challenges outside the protocol. Our proposal of next-hop BGP not only simplifies the protocol, but also
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has the benefits of fast convergence, incentive compatibility, and easier support for multi-path routing.
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Chapter 1

Introduction

Today, the Internet is the de facto platform for most of our communications needs, including electronic

mail, instant messaging, and telephony. In additional to these one-to-one communication services, there

are also many services on the Internet, like web search, collaborative editing, video streaming, etc. Ensuring

the performance of these services is crucial to their usability, and network operators go to great lengths to

improve the network performance to support the demand of these services.

The Internet is composed of thousands of independent networks. These networks are mainly classified

into three categories: the ISPs (Internet Service Providers) which provide connectivity to networks, by

transiting IP packets between them; the CDNs (Content Distribution Networks) which use geographically

distributed resources to provide ubiquitous services to users; and stub networks, which are connected to

ISPs in order to access the rest of the Internet.

The servers and computers on the Internet are connected by routers. Routers implement the function-

ality of routing, which is the process of computing paths and delivering traffic to its destination. Between

networks, adjacent routers in neighbor networks utilize an inter-domain routing protocol to exchange routes

– with the Border Gateway Protcol (BGP) [1] being the main inter-domain routing protocol used in the In-

ternet today.

Improving network performance is essential in ISPs’ and CDNs’ network operations. ISPs are moti-

vated to provide good delivery of IP packets for their customers. Maximizing network performance is also

crucial for CDNs hosting services like web search and video streaming. Better performance can help ISPs

and CDNs to attract more customers and increase their revenue.
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However, managing and operating networks comprising the Internet is a daunting task, especially since

the original Internet and protocols underpinning it were not designed with management and performance

challenges in mind. As a result, even answering basic questions like what path a given packet traversed, or

why the end-to-end latency from a particular client to the server increased at a given time is a challenging

task. However, determining the answers to these seemingly simple questions is crucial for performing a

wide range of tasks in network operations.

In this dissertation, we looked at two case studies to examine the performance challenges that ISPs

and CDNs face today. We propose techniques for a tier-1 ISP and a large CDN to diagnose performance

disruptions for each. Based on these techniques, we design and implement systems for the ISP and CDN

to use in network operations. Stepping back, observing that many of the performance problems are caused

by today’s BGP protocol, we propose a variant of the routing protocol, which is incrementally deployable

and designed for better performance.

In this chapter, we first give a high-level overview of Internet routing and network management. We

then discuss the challenges of minimizing performance disruptions in the wide area for ISPs and CDNs,

and present the summary of our techniques to address these challenges. Lastly, we raise the performance

problems caused by routing, and outline the design of a protocol variant for better performance.

1.1 Overview of Internet Routing and Network Diagnosis

1.1.1 Network Changes Affect User Experience

The Internet is divided into tens of thousands of networks called Autonomous Systems (ASes), each of

which has network elements, such as routers and servers, usually operated by a single organization. Inside

each AS, the routers run an Interior Gateway Protocol (IGP) to determine paths between routers, servers,

and hosts in the same AS. Between networks, the Border Gateway Protocol (BGP) allows ASes to exchange

information about how to reach external destinations.

If a router or link fails in the network, the routers will disseminate the changes of network reachability

as routing updates, and recompute the route. The failure might cause parts of the network to become

unreachable. If the destination is still reachable, routers will compute and update the new routes. During

the routing convergence process, when routers are exchanging information and calculating a new path,

different routers might get inconsistent routes for the same destination, and this process is called the routing
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convergence. Because of these inconsistencies, IP packets might circulate among the routers, or even get

dropped. In this situation, users would experience performance degradation.

Besides equipment failures, network congestion is another cause of performance disruptions. Network

congestion happens when too many IP packets are waiting to be transmitted over the same link. If the

demand is more than the link capacity, some packets are dropped by the router. To cope with this, end

hosts run a protocol with congestion control mechanism which reduces the rate of sending packets when

congestion is detected.

Both equipment failures and network congestion cause network performance disruptions, where IP

packets are dropped or retransmitted. Users might not be able to reach the destination, or experience higher

network latency. Most routing convergence events last for minutes [2]. The network operators have to fix

the failed routers or links, especially if some destinations become unreachable because of the failure. As

for network congestion, if the problem persists (e.g. some links are always overloaded), then the network

operators also have to react: the best approach is to upgrade the links with higher capacity, but a more

short term fix is to explicitly redirect some traffic to alternate routes to avoid the congested links. The latter

approach is called traffic engineering.

But how do the network operators know that the network changes are causing performance disruptions?

And, how could they pinpoint the root cause of the problem? In the next subsection, we will introduce

general steps for diagnosing performance problems, as well as the challenges.

1.1.2 Framework for Diagnosing Performance Problems

In this subsection, we give a high-level overview of the network diagnosis procedure inside a single net-

work. We use an enterprise network (i.e., the network operated by a corporation) as an example to illustrate

how performance disruptions are typically diagnosed. In order to better manage the network, the network

operators usually setup monitoring systems for the routers and links. These monitoring systems trigger

alarms that notify the network operator when, for example, equipment fails. If the customers are experi-

encing bad performance, the customers would complain, and the network operators also have to react in

response.

The general procedure for performance diagnosis consists of three steps, as illustrated in Figure 1.1:

measure, diagnose and fix. First, the operators have to measure the network status and changes. Based on

the measurement results, they then investigate the problem (e.g., the problem is caused by network device
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Figure 1.1: Diagnosis in the Enterprise Network

failure, network congestion, or problems at the server or clients), and finally fix it correspondingly.

For example, in an enterprise network, if the performance problem is caused by server overload (i.e.,

the capacity of the server could not meet the demand), then the network operators have to redirect some

of the requests to alternative servers; if the performance disruption is caused by a router failure, then the

network operators have to look into why the router failed (e.g., hardware failure, or software bugs). The

advantage of diagnosing in an enterprise network is that the network operators have full visibility and full

control of all the equipment in the network.

However, in practice, the Internet is composed of many networks and the problem is often in a network

not under the control of the network operator. An IP packet has to traverse many networks from the source

to reach the destination. If something goes wrong within one network, the client would complain about

the performance degradation. However, the other networks might not have enough information to detect

the source of the problem, or not enough control to make changes to alleviate the disruption. Thus, limited

visibility and limited control makes the wide-area (not inside a specific network) diagnosis hard. In the next

section, we present the challenges for minimizing performance disruptions in the wide area, and summarize

contributions of our techniques.
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1.2 Challenges in Minimizing Performance Disruptions in the Wide

Area

Diagnosing performance disruptions in the wide area is challenging: the network operators have to collect

and measure large volume and diverse kinds of data. The diagnosis procedure today is ad-hoc, and it usually

takes a long time to get back to the customers. Therefore, the performance diagnosis does not scale. The

goal of our work is to build systems for wide-area diagnosis. We formalize and automate the diagnosis

process. We also analyze a large volume of measurement data.

In this section, we present the challenges faced by ISPs and CDNs in minimizing performance disrup-

tions in the wide area. Then, we summarize the problems with the inter-domain routing protocol in meeting

the performance goals.

1.2.1 ISP’s Challenge in Providing Good Transit for IP Packets

The example we use to illustrate the challenges of wide-area diagnosis is shown in Figure 1.2. In Fig-

ure 1.2(a), IP packets from the client traverse several networks (including a large ISP) to reach the server in

the CDN network. The upper curved line shows the forwarding route from the client to the server, and the

lower line shows the reverse route from the server back to the client. Then, a router on the reverse path fails,

as illustrated by Figure 1.2(b). In Figure 1.2(c), the routers compute an alternative reverse path to deliver

packets. However, this new reverse path is heavily congested, which result in performance degradation for

the client.

In this situation, the client would call the local ISP to complain about the bad performance, while

trying to reach the CDN server. The local ISP checks for the network conditions inside its network. Since

its network is having good performance, the local ISP calls the large ISP to complain for its client. Note

that the local ISP only has limited visibility, and does not know that the performance problem happens on

the reverse path, which does not go through its network. Under such circumstances, the large ISP is called

for diagnosing this problem, even if the disruption actually happened outside its network.

Given the IP addresses of both the client and the server, the network operators in the large ISP start

diagnosing the problem by measuring the routes. By analyzing the routing updates from the routers, the

network operators determine that a routing change happened on the reverse path. By measuring the latency

on the reverse route to the client (this could be done by sending IP packets from the large ISP to the client
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(a) Initial Routes: Forward and Reverse Paths

(b) Router Failure on the Reverse Path

(c) Reroute on the Reverse Path with Bad Performance

Figure 1.2: Performance Diagnosis Example

IP address), the network operators could tell that the performance disruption is caused by the downstream

ASes on the reverse path. The network operators might choose to direct traffic along another route if

available; otherwise, they have to call the downstream ASes to fix the problem.

This example shows the challenges of wide-area diagnosis, because of limited visibility and control: (i)

the local ISP which gets the customer complaint does not have the visibility to measure the performance

changes; and (ii) the large ISP measures the problem on the downstream path, but does not have direct

ability to fix the congested link, unless it has alternate routes to alleviate the problem.

In network diagnosis, tracking routing changes is the first and the most fundamental operation in di-
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agnosing performance problems. In fact, many network-management tasks in large backbone networks

need the answer to the following question: where does a given IP packet, entering the network at a par-

ticular place and time, leave the network to continue its journey to the destination? Knowing the answer

to this question could help the network operators identify which IP addresses were affected by the routing

changes, and how the traffic was rerouted to reach the destinations. However, answering this question is

challenging in practice, because of the scale of the routing data to analyze. Furthermore, network operators

might need the answer to a large number of IP addresses immediately in response some large network

events. In Chapter 2, we focus on answering this question.

1.2.2 CDN’s challenge in Maximizing Performance for Services

From the CDN’s perspective, the goal is to maximize network performance for the clients accessing its

services. Network performance is critical to the CDNs because it affects the user experience. Good network

performance could increase the number of requests, and bring more revenue to the CDN’s business. Many

large CDNs monitor the network latency (i.e. the round-trip time from the client to the server, and from the

server back to the client) for their clients. In the example illustrated in Figure 1.2, the large CDN detects that

all the clients from the same small ISP are experiencing latency increases. Although the network disruption

might be outside the CDN’s network, the CDN is motivated to troubleshoot the latency increases for its

clients.

In the example in Figure 1.2, the CDN operators start by measuring the changes in the network: in the

example, the CDN server used for serving the client requests did not change. The traffic from the client

enters and leaves the CDN network at the same routers; however, the AS path from the CDN back to the

client is changed, which is correlated with latency increase from the CDN to the client. In this way, the

network operators could determine that performance problem happens on the downstream ASes.

Because of the limited visibility, the CDN could not figure out the exact root cause of the problem

(which is caused by congestion in a small ISP). The CDN also has limited control, as this is the only

available route to reach the client. In this case, the CDN could possibly alleviate the problem, by directing

those clients to a server in a different location.

The example shows that minimizing user-perceived latency is challenging for CDNs. Although this is

crucial, especially for CDNs hosting services like web search and video streaming, latency may increase

for many reasons (e.g., CDN’s server changes, or inter-domain routing changes). Moreover, the network
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operators need to collect multiple kinds of measurements related to performance, traffic, and routing. Join-

ing and analyzing multiple kinds of measurement data is another challenge, especially when clients may

use multiple servers or paths. In Chapter 3, we focus on automating the diagnosis for latency increases for

CDN networks.

1.2.3 Rethink BGP Protocol Design

In the last two subsections, we focused on the challenges that ISPs and CDNs face today with the existing

routing protocols. In this subsection, we rethink the design of the routing protocol to improve performance.

Many performance problems today are caused by the routing protocol: first, the BGP route selection

(i.e., how the router chooses routes) is based on the length of the AS-level path, which is not necessarily a

good indicator of performance. Second, routing changes cause lots of performance disruptions. Our study

shows that 42.2% of the big latency increases in a large CDN are correlated with inter-domain routing

changes. Moreover, today’s inter-domain routing protocol does not support multiple paths to the same

destination. Thus, the ISPs or CDNs have relatively few alternate paths, because each of its neighbors

advertises at most one path.

In Chapter 4, we focus on designing the routing protocol for better performance: which satisfies the

requirements of fast convergence, route selection based on performance, and scalable multi-path support.

1.3 Contributions

In this dissertation, we present two techniques: scalably tracking route changes for ISPs, and diagnosing

wide-area latency increases for CDNs. We design and implement systems which are deployable for use

in network management. We also design a BGP variant, and show its performance benefits: fast routing

convergence, scalable multi-path support, and passive monitoring for route selection based on performance.

1.3.1 A Scalable Technique for Tracking Route Changes for ISPs

First, we propose a technique for tracking inter-domain routing changes for ISPs. We focus on answering

this question from a given network’s point of view: when traffic to a particular destination enters the

network at some router, what inter-domain route will it use to exit the network and, beyond that, what

downstream path will it take to reach the destination.
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Realizing a system to track the inter-domain route changes is challenging for two reasons: first, routing

updates are advertised at the granularity of prefix, which is a block of consecutive IP addresses. An IP

prefix is represented in the format of an IP address, followed by the prefix length. The IP address in the

prefix is the start IP address of this block of IP addresses. The prefix length is the number of shared initial

bits shared by this group of IP addresses. A single IP address could be covered by multiple prefixes. The

packet forwarding in such a case is governed by the longest matching prefix, which can change over time

as routes are updated. Thus, in order to know the route for a particular IP address, we need to track the

changes for its longest matching prefix. Second, in some network diagnosis scenarios, the operators need

to know routes to hundreds of thousands of IP addresses at a given time. For such cases, our system needs

to answer a large number of queries in real time.

This dissertation makes the following contributions to handle these challenges:

• To handle nested prefixes, we introduce the notion of an address range. An address range is a

group of IP addresses that have the same set of matching prefixes. Address ranges facilitate rapid

determination of route changes for an IP address. We propose an algorithm to efficiently determine

changes to address ranges as well as their matching prefixes and associated routes as BGP updates

arrive.

• We designed, implemented, and evaluated the tool that answers queries about routing changes on

behalf of network management applications. To answer queries for a large number of IP addresses,

we implement two optimizations to our system: (i) amortize the I/O cost by reading the address

range records once for multiple queries; (ii) take advantage of multi-core processors prevalent today

by distributing the workload across individual cores. Experiments with BGP measurement data from

a large ISP backbone demonstrate that our system answers queries in real time and at scale.

1.3.2 A System for Diagnosing Wide-Area Latency Increases for CDNs

Next, we propose techniques for CDNs to classify the large latency increases, based on measurement data

that can be readily and efficiently collected—measurements of traffic, routing, and performance to and

from their own servers.

Finding the root cause of latency increases is difficult. Many factors can contribute to higher delays,

and these factors are usually correlated. The scale of large CDNs also introduces challenges. A group of
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clients may send requests to multiple front-end servers, and the traffic may traverse multiple ingress and

egress routers. Thus, in order to analyze the latency increases for groups of requests, we need to define the

metrics to distinguish the changes from an individual router or server.

This dissertation makes the following contributions, in diagnosing wide-area latency increases:

• Decision tree for separating cause from effect: We identify the causal relationship among the var-

ious possible causes which lead to latency increases. Based on this causal relationship, we present a

decision tree for separating the causes of latency changes from their effects. We use the measurement

data to identify suitable thresholds to identify large latency changes, and to distinguish one possible

cause from another.

• Metrics to analyze routing and traffic data over sets of servers and routers: We are motivated to

analyze latency increases and traffic shifts over sets of servers and routers. For all potential causes

of the latency increase in the decision tree, we propose metrics to quantify the proportion of the

latency increases contributed by each possible cause. Furthermore, we define the metric to quantify

the proportion of latency increases contributed by a single router or server, as well as a way to

summarize the contributions across all routers and servers.

• Latency characterization for Google’s CDN: We apply our methodology to traffic, performance,

and routing data from Google’s CDN. Our results show that about three quarters of these large in-

creases in latency were explained (at least in part) by a large increase in latency to reach an existing

front-end server; around one third of the large increases of latency involved a significant shift of

client traffic to different front-end servers. We also present several events as case studies to highlight

the challenges of managing wide-area performance for CDN networks.

1.3.3 A Routing Protocol Designed for Better Performance

Finally, we propose a variant of the BGP routing protocol called “next-hop BGP”. The key idea is to

move from today’s path-based routing (where routing decisions depend on the entire AS path) to next-hop

routing—a solution that selects and exports routes based only on the neighboring domain. This dissertation

makes the following contributions, which improves the network performance of the inter-domain routing

protocol:
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• A protocol with fast convergence to reduce transit disruptions: We show, both analytically and

experimentally, that next-hop routing leads to much fewer update messages. Our simulations show

that next-hop routing is especially effective at preventing serious convergence problems.

• Selection of the next-hop based on performance, not shortest AS path: Our protocol offers

an efficient way for selecting routes based on the performance. In addition, we present the design

of passive monitoring schemes for ISPs, CDNs, and stub networks to measure the performance of

routes through different next-hop ASes, so that they could select routes based on the performance.

• Scalable multi-path support to avoid congestion and failure: Next-hop BGP also lowers the

barrier to multi-path routing. Hence, it brings us closer to achieving the benefits that come with multi-

path routing (e.g., improved availability, better recovery from failures, load balancing, customized

routes selection, and more).

• Less complexity, ease of configuration and fewer errors: We explain how next-hop routing can

be implemented in a backwards-compatible manner. We also discuss how it can simplify router

implementation and configuration, and thus minimize software complexity for vendors, require less

training for network operators, and lead to fewer configuration errors.

Collectively, the contributions of this dissertation provide effective systems solutions for ISPs and

CDNs to automatically diagnose network performance disruptions in the wide area. We also propose a

transition from today’s path-based routing to next-hop routing, and our results show that next-hop rout-

ing leads to significantly better network performance than path-based routing with BGP. Chapter 2 and 3

describes the case studies of network diagnosis for an ISP and a CDN in detail. Chapter 4 presents the

improved design of BGP, followed by the conclusion in Chapter 5.
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Chapter 2

Route Oracle: Tracking Route Changes

Scalably for ISPs

2.1 Introduction

Many network-management problems in large backbone networks need answer to a seemingly simple

question: from a given network’s point of view, when traffic to a given destination enters the network at

some router, what router it will use to exit the network and, beyond that, what downstream path it will take

to reach the destination. Answering this question at scale and in real time is challenging. Yet, knowing the

answer to this seemingly simple question is crucial for performing a wide range of network management

tasks. We describe our system called Route Oracle that answers this question at scale and in real time.

The Internet is divided into thousands of ASes, and BGP allows ASes to exchange information about

how to reach external destinations. A BGP route contains many attributes including these key ones: the

egress router (i.e., the last router before packets leaves a given AS) and the AS path (i.e., the list of ASes

on the downstream path to the destination. Knowing the egress router and AS path for an individual IP

address, both currently and at a given time in the past, is crucial for several management tasks such as trou-

bleshooting reachability problems in response to customer complaints. While knowing the egress router

and AS path already provides vital information, joining this data with other information could form the

basis for even more powerful applications. For example, joining the routing data from the intra-domain
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routing protocol could provide the path traversed by traffic from ingress to egress routers in an AS. Sim-

ilarly, joining with the performance measurements for an application would allow network operators to

correlate performance impairments with route changes in the network.

Realizing a system to track BGP route changes is challenging for two reasons:

• In BGP, routing updates are advertised in terms of prefixes, and prefixes can be nested. Thus a single

IP address could be covered by multiple prefixes. The packet forwarding in such cases is determined

by the longest matching prefix, which can change over time as routes are advertised and withdrawn.

Thus, in order to know the route for a particular IP address, we need to track the changes to its longest

matching prefix, and this needs to be done at the rate of BGP updates, especially for applications that

need to know routes in real time.

• Some applications need to know routes to hundreds of thousands of IP addresses at a given time. An

example is a CDN serving a large number of clients that wants to know the routing changes for all its

clients to troubleshoot latency increases. For such applications, our system needs to answer a large

number of queries in real time.

This chapter overcomes these challenges by making the following contributions:

• Characterization of Prefix Nesting and Prefix-Match Changes: We analyze the effects of BGP

routing changes on the longest-matching prefix. We find that more than 30% of BGP updates do

not simply switch an existing prefix from one route to another. In fact, 14.8% of BGP updates

cause addresses to gain or lose reachability, and 13.2% of updates cause addresses to switch to a

different longest-matching prefix. These prefix-match changes have a variety of causes, including

route flapping, sub-prefix hijacking, and failover to backup routes.

• The Concept of Address Range to Track Routes Scalably for IP Addresses: We introduce the

concept of an address range. An address range is a group of consecutive IP addresses that share

the same group of matching prefixes. We design the algorithm to efficiently determine changes to

address ranges as well as their matching prefixes and associated routes as BGP updates arrive. The

resulting data structure facilitates rapid determination of route changes for an IP address – we just

need to look for the appropriate address ranges instead of prefixes.
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• Route Oracle Tool with Performance Evaluation: We present the design and implementation of

the Route Oracle tool. To answer queries for a large number of IP addresses, we implement several

optimizations to Route Oracle: (i) we archive the pre-processed address range records to speed up

query processing, (ii) read address range records once for multiple queries to amortize the I/O cost,

and (iii) take advantage of multi-core processors prevalent today by distributing the workload across

individual cores. Performance evaluation with BGP measurement data from a large ISP backbone

illustrate that our system answers queries in real time and at scale.

We have deployed Route Oracle in a large Tier-1 ISP where it is being used to troubleshoot performance

impairments for various services. In fact, the optimizations described above were implemented after the

initial trial which revealed that the users were interested in using the system for hundreds of thousands of

IP addresses in real time.

The rest of the chapter is organized as follows. In Section 2.2, we further motivate Route Oracle by

describing three applications of the tool. Next, we describe the challenges of building Route Oracle, by

characterizing prefix nesting and the dynamics of prefix-match changes in Section 2.3. Then, we present

the algorithm to efficiently track prefix and route changes for address ranges in Section 2.4, followed

by the overall design and implementation of Route Oracle in Section 2.5. In Section 2.6, we evaluate

the performance of Route Oracle. We present related work in Section 2.7, and conclude the chapter in

Section 2.8.

2.2 Motivating Applications

In this section, we present three possible applications of Route Oracle. We show that determining the egress

router and AS path to external destinations is an important building block for many network management

tasks. For each application, we present the challenges of the application, and how Route Oracle could

effectively handle it. We also explain why each application needs to track routing changes at scale and in

real time.

2.2.1 Historical Traceroute

Traceroute is a popular active measurement tool, which lists the hops along the path to the destination. It is

extensively used by the network operators to troubleshoot reachability or performance problems. Tracer-
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oute is implemented by sending IP packets in real time. Therefore, if traceroute result was not collected in

the past, it would be impossible to roll back to a time in the past to see the path at that time.

However, having a “historical traceroute” that provides paths from any vantage point to a given desti-

nation at any time in the past would be valuable for troubleshooting events. The straightforward approach

to implement such historical traceroute is to collect and archive the traceroute results. However, collecting

traceroute data from many vantage points to all the destination IP addresses is too expensive due to large

probing and storage requirements. Instead, we propose to leverage the passively collected routing updates:

from the BGP updates, we could determine the egress router and AS path the packets traverse; and from

the routing messages of the intra-domain routing protocol like OSPF, we could determine the hop-by-hop

path (from the vantage point to the egress router) inside the ISP. Our Route Oracle tool provides the former

capability.

2.2.2 Analyzing External Routing Disruptions

One of the most important tasks of network operations is to react quickly to large network disruptions.

Disruptions like an under-sea cable cut could result in loss of reachability or serious congestion in a large

portion of a geographical region. Characterization of these events could help network operators understand

the impact on their networks: what percent of the IP addresses in the affected geographical region became

unreachable? How was the traffic rerouted to reach the destination, and did it cause any traffic shifts inside

the network? Did the packets actually reach the destination, and were there any performance degradations?

Knowing answers to these questions would help the network operators make decisions on how to respond

to the event, including redirecting the traffic through a better route, or performing traffic engineering to

direct traffic away from congested links.

Answering these questions requires determining the routes or route changes of all the IP addresses in the

affected geographical regions. Route changes for these IP addresses should not only be processed at scale,

but also in real time, in order to get the latest status of the event. Based on these results, aggregated statistics

like the percent of routable IP addresses could indicate the overall impact on reachability. Aggregating

the routes across egress routers and nexthop ASes could tell how the traffic shifted inside the network.

Joint analysis with the traffic and performance data could help operators monitor performance along each

rerouted path.
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2.2.3 Service-Level Performance Management

With the deployment of many network applications, ISPs are facing the challenge of service quality man-

agement. Performance monitoring at the application layer alone is not enough to troubleshoot performance

degradation of network services. Instead, network operators need to correlate the performance problems

with network-layer changes (such as routing changes, or network congestion) for root-cause analysis.

As an example, consider an ISP hosting a Content Distribution Network (CDN). Such an ISP would be

interested in monitoring the performance of its CDN, by measuring the round-trip time (RTT) to the clients.

A simple approach is to monitor the performance of content download for each client. However, the RTT

of individual clients is likely to vary significantly. Instead, if we could aggregate the RTTs over clients

using the same paths (e.g., clients leaving the network at the same egress router), then large changes in the

average RTT would show the performance changes caused by rerouting or congestion inside the network.

In this case, we need the capability to determine the routes for all the clients’ IP addresses at scale and in

real time. Furthermore, this real-time performance information could be used to guide the selection of the

server that should serve each client. 1

To summarize the requirements from these applications, our system needs to track the changes of the

egress router and AS path: (i) at scale: for thousands of IP address (e.g., all the IP addresses from the same

country, or ISP), (ii) and in interactive mode so that the network operators can get the answer quickly and

take actions based on the results.

2.3 Prefix Nesting and Prefix-Match Changes

In this section, we present the background of prefix nesting, with static analysis on the extent of prefix

nesting. We also characterize the dynamics of the prefix-match changes, and correlate with the traffic data

to understand its impact on the IP reachability. The goal of this section is to motivate the data structure and

algorithm we use in the Route Oracle tool.

In the routing table, an IP address could be covered by multiple prefixes. For example, IP address

128.112.0.0 could be covered by both 128.112.0.0/16 and 128.112.0.0/24. When the IP packets destined

to 128.112.0.0 are forwarded, routers perform the longest prefix match (LPM), and use the route of prefix

1Note that for the CDN case study in the next chapter, the data we get has already been aggregated at the prefix level. Thus, we
do not have to solve the problem on determing routes for individual IP addresses and grouping the client IPs according to the routes
(e.g., by egress router or AS path).
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128.112.0.0/24 to deliver the packets to the destination. We analyzed a BGP routing table collected from a

router in a large ISP on February 1, 2009. The result showed that 24.2% of the IP addresses were covered

by multiple prefixes.

Nesting of prefixes is quite common for a variety of reasons. First, regional Internet registries allo-

cate large address blocks to Internet Service Providers (ISPs), who in turn allocate smaller blocks to their

customers. Second, customers that connect to the Internet at multiple locations may further sub-divide

these address blocks to exert fine-grained control over load balancing and backup routes. Third, ISPs may

also announce multiple blocks to protect themselves from route hijacking—for example, AT&T announces

prefixes 12.0.0.0/9 and 12.128.0.0/9, in addition to the 12.0.0.0/8 supernet, to prevent other ASes from

accidentally hijacking traffic intended for destinations in 12.0.0.0/8.

As a router receives more and more BGP updates, the longest matching prefix for an IP address may

change over time. In [3], we used BGP update messages collected for the month of February 2009 from the

router in the tier-1 ISP backbone, and determined the frequency of BGP updates that affected the longest-

matching prefix for IP addresses. Our analysis revealed that 13% of the BGP updates caused some IP

addresses to change their longest-matching prefix. Because of frequent changes in longest prefix match,

tracking the prefix match changes efficiently is necessary.

In this section, we begin by characterizing the phenomena of prefix nesting, and the dynamics of how

the BGP updates affect the longest-matching prefix for IP addresses. Then, we study four main categories

of prefix-match changes, based on the origin ASes (i.e., the AS that first announces the prefix into BGP) of

the two prefixes and how often the more-specific prefix is available.

2.3.1 Static Analysis of Prefix Nesting

To understand the nesting of prefixes, we analyze a BGP routing table collected from a router in a large ISP

on February 1, 2009. We ignore small prefixes (with mask longer than /24) corresponding to the ISP’s own

routers and links, as they are not externally visible. We characterize prefix nesting from two perspectives:

(i) how many prefixes cover each IP address? and (ii) what fraction of addresses covered by a prefix use

that prefix for packet forwarding?

The light bars in Figure 2.1 plot the distribution of the number of prefixes covering each IP address,

with a logarithmic scale on the y-axis. While 75.8% of IP addresses are covered by a single prefix, 19.7%

are covered by two prefixes, and 4.0% by three prefixes; some addresses are covered by as many as seven
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Figure 2.1: Distribution of number of matching prefixes (from a BGP routing table on Feb 01, 2009
00:00:00 GMT)

prefixes. In addition, destination addresses that match multiple prefixes are responsible for a higher fraction

of the traffic, relative to other destinations, as seen by the dark bars in Figure 2.1. This bars plots the

distribution weighted by the volume of traffic, as computed from the Netflow traces. While 61.6% of the

traffic is destined to addresses matching a single prefix, 31.3% of the traffic corresponds to two prefixes,

and 6.0% to three prefixes. We see similar trends for both histograms across a variety of routers and time

periods for data collected in the same ISP.

We also explore what fraction of the IP addresses covered by a prefix use that prefix for packet forward-

ing. We use the same routing table snapshot for this analysis, which was taken on Feb 01, 2009. Table 2.1

shows the results for five sets of prefixes, grouped by mask length. Interestingly, 17% of the /8 prefixes

are not the longest-matching prefix for any of the addresses they cover; the 12.0.0.0/8 prefix mentioned in

Section 4.1 is one example. In fact, 39% of the /8 prefixes handle forwarding for less than half of their

addresses, as seen by summing the first three rows of the “/8” column in Table 2.1. For smaller prefixes

(with larger mask lengths), the prefixes are responsible for a larger fraction of the IP addresses they contain.

Because we filtered the prefixes with mask length larger than 24 for this analysis, the /24 prefixes are the

longest-matching prefix for all of their IP addresses. We saw similar results when analyzing a routing-table

snapshot taken on Mar 01, 2009.

The nesting of prefixes suggests that BGP update messages may change which prefix is used to forward

traffic to particular destination addresses. In the following sections, we track the evolution of the longest-
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Fraction of Prefix Mask Lengths
IP Addresses /8 /12 /16 /20 /24

0 0.17 0.16 0.09 0.04 0.00
(0, 0.25] 0.13 0.14 0.02 0.02 0.00

(0.25, 0.5] 0.09 0.06 0.03 0.03 0.00
(0.5, 0.75] 0.09 0.06 0.03 0.04 0.00
(0.75, 0.9] 0.13 0.05 0.03 0.07 0.00

(0.9, 1] 0.39 0.53 0.81 0.80 1.00

Table 2.1: Prefix coverage for different mask lengths (from a BGP routing table on Feb 01, 2009 00:00:00
GMT)

matching prefix to understand when and how BGP routing changes affect the forwarding of IP packets.

2.3.2 Frequency of Prefix-Match Changes

The BGP update messages from a top-level route reflector give us a view of BGP routing changes seen at a

large Point-of-Presence (PoP) in the ISP backbone. We start by reading a BGP table snapshot taken on Feb

01 2009, followed by the stream of BGP update messages from Feb 01 to Feb 28, 2009. We filter duplicate

update messages, including those sent after resets of our monitoring session [4] to the route reflector. We

find four main categories of BGP update messages, as summarized in Table 2.2:

Updating a route for an existing prefix: Just under 70% of the update messages are announcements

that merely change the route for an existing IP prefix, as indicated by the first row of the table. These

update messages do not affect the longest-matching prefix used for forwarding data packets.

Gaining or losing reachability: Another 14.8% of messages either add or remove the only prefix

that covers some range of IP addresses. Half are withdrawal messages that leave these addresses with no

matching prefix, and the other half are announcements that allow these addresses to go back to having a

matching prefix.

Changing the longest-matching prefix: Another 13.2% of messages cause some addresses to change

to a different longest-matching prefix. Half are withdrawal messages that force these addresses to match

a less-specific prefix, and the other half are announcements that allow these addresses to match a more-

specific prefix.

Affecting a prefix that is not used for forwarding: The remaining 2.5% of update messages either

add or remove a prefix that is not the longest-matching prefix for any IP addresses2. These prefixes are

2In this category, we see more announcements than withdrawals—a seemingly odd phenomenon we intend to investigate further.
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Category % Updates
Same prefix, route change 69.4%
Gain reachability 7.4%
Lose reachability 7.4%
More-specific prefix 6.6%
Less-specific prefix 6.6%
No impact announcements 2.3%
No impact withdrawals 0.2%

Table 2.2: Classification of BGP update messages

supernets like 12.0.0.0/8 that corresponded to address space that is completely covered by more-specific

prefixes like 12.0.0.0/9 and 12.128.0.0/9.

Analysis of BGP update messages for a different time period (namely, March 2009) leads to very similar

results. In the rest of this section, we focus on the 13.2% of BGP update messages that cause prefix-match

changes.

2.3.3 Characterization of Prefix Match Changes

To analyze the prefix-match changes, we first account for the effects of route flapping, where a prefix is

repeatedly announced and withdrawn for a long period of time. As in previous work [5], we group update

messages for the same prefix that occur with an inter-arrival time of less than 70 seconds, assuming these

updates are part of the same BGP convergence event. Since most convergence events last less than 600

seconds (five minutes) [5], we assume longer events correspond to persistent flapping, and remove these

unstable prefixes from further analysis. This step filtered 117 prefixes and about 2.7% of the prefix-match

changes. This leaves us with 1,259,532 prefix-match changes for the month of February 2009 for further

analysis.

Then, we begin to characterize the prefix match changes. Recall that an address range is a group of

consecutive IP addresses that share the same group of matching prefixes. Looking at the pre-processed mea-

surement data, we notice that most address range have a single prefix that serves as the longest-matching

prefix the vast majority of the time. In fact, 95.2% of the address ranges have a prefix they use more than

90% of the time, and 98.7% have a prefix they use more than 60% of the time. We apply a threshold of 60%

to identify the dominant prefix for each address range, and analyze the prefix-match changes that cause an

We suspect that, over time, some ASes introduce additional supernet routes as part of configuring backup routes.
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Origin ASes Prefix Match #Events Possible Explanations
Same More-specific 87,996 (13.0%) Route leak
Same Less-specific 395,755 (58.5%) Load balancing, failover to backup route

Different Less-specific 172,260 (25.5%) Customer failure
Different More-specific 20,186 (3.0%) Sub-prefix hijacking, announcement of new customer route

Table 2.3: Four classes of prefix-match events and their possible causes

address range to stop using its dominant prefix. This leaves us with 676,197 prefix-match changes to ana-

lyze. For some address ranges, these events involve the brief announcement (and subsequent withdrawal)

of a more-specific prefix; for others, these events involve the brief withdrawal of the dominant prefix and

the temporary use of a less-specific route. As such, we classify prefix-match changes in terms of whether

the dominant route is more-specific or less-specific than the other (briefly used) prefix. To understand the

possible reasons for the prefix-match changes, we also compare the origin ASes of the old and new prefixes.

This leaves us with four cases, as summarized in Table 2.3. Note that the more-specific and less-specific

prefix match mentioned in the table are the briefly used prefixes.

Same origin AS, more-specific prefix: About 13.0% of the prefix-match changes involve brief an-

nouncement of a more-specific prefix with the same origin AS as the dominant prefix. We suspect these

prefix-match changes are caused by temporary route leaks, where the more-specific prefix is announced

inadvertently due to a configuration mistake that is fixed relatively quickly (e.g., within a few hours or at

most a day or two).

Same origin AS, less-specific prefix: About 58.5% of the prefix-match changes involve brief with-

drawal of the dominant prefix that leads to the temporary use of a less-specific route with the same origin

AS. We suspect that these prefix-match changes are caused by multi-homed ASes that announce both pre-

fixes for fine-grain control over load balancing and backup routes. For example, a multi-homed stub AS

connected to two providers may announce 15.0.0.0/17 to one provider and 15.0.128.0/17 to the other, and

the supernet 15.0.0.0/16 to both. The more-specific 15.0.0.0/17 prefix would be withdrawn whenever the

link to the first provider fails, and the less-specific 15.0.0.0/16 would remain because the route is also

announced via the second provider.

Different origin ASes, less-specific prefix: About 25.5% of the prefix-match changes involve brief

withdrawal of the dominant prefix that leads to the temporary use of a less-specific route with a different

origin AS. We suspect that these prefix-match changes occur when a customer AS fails, but its provider
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does not. For example, suppose a provider that announces 12.0.0.0/8 has allocated 12.1.1.0/24 to one of

its customers. If the customer fails, the customer’s route for 12.1.1.0/24 is withdrawn, while the provider’s

12.0.0.0/8 route remains.

Different origin ASes, more-specific prefix: Only 3.0% of the prefix-match changes involve the brief

announcement of a more-specific prefix from a different origin AS. We suspect some of these announce-

ments correspond to “sub-prefix hijacking” caused by a configuration mistake or a malicious attack. For

example, during the infamous hijacking of YouTube in February 2008 [6], Pakistan Telecom mistakenly

announced 208.65.153.0/24, a subnet of YouTube’s 208.65.152.0/22 address block. Another cause could

be an ISP that inadvertently misconfigures a route filter that is supposed to block small address blocks

announced by one of its customer ASes.

2.4 Tracking Prefix Match Changes

In this section, we present how to determine routes (more specifically egress router and AS path) to des-

tinations given IP addresses, ingress router (where the IP packets enter the network), and time. We use

the BGP routes from the specified vantage point and time period as inputs for the algorithm. Since an IP

address could be covered by multiple prefixes, the key problem is to track the longest prefix match and the

associated routes for the IP addresses of interest as BGP updates are received.

We begin by exploring the most obvious design option of using the forwarding table of IP routers to

track longest-prefix match (LPM) changes. Then, we point out the scaling challenge of this approach,

and introduce the notion of an address range which is a group of IP addresses that have the same set of

matching prefixes, to track routing changes efficiently. Last, we present the algorithm to track prefix match

changes using address ranges, and demonstrate its benefits by run-time analysis. We also point out that the

using address ranges facilitates parallelization of the algorithm.

2.4.1 Tracking Prefix Match Changes by the Forwarding Table

The most obvious way to implement the function of tracking LPM changes is to use the forwarding table

of the IP routers. This could be done by running the router software to compute the routes and update the

forwarding table. As the queries come in, the forwarding table would be able to output the results based on

the longest prefix match.
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Assume we have n prefixes initially in the routing table at time t1, and m updates from time t1 to t2. If

the query is for one particular IP address from time t1 to t2, then the time complexity to get the answer is

O(n + m). This is because we need to process all the initial routes and updates. The space complexity is

p, where p stands for the number of prefixes covering the query IP address. This is because the LPM might

change, and we need to keep track of all the prefixes covering this IP address. Since there are no more than

32 prefixes covering one IP address, the space complexity is actually O(1).

Suppose the queries are for many (say k) IP addresses from time t1 to t2. Then, instead of tracking the

related prefixes, we need to keep track of all the prefixes in the forwarding table. The space complexity is

O(n), which includes all the routes. The forwarding table of routers uses the data structure of the Patricia

Trie, which is similar to the tree, so that it takes log(n) time to access and update each elements. As

for the time complexity, it takes O(n ∗ log(n)) to initialize the data structure. For each route, we also

need to check if it affects the query IP address, so it takes O(n ∗ k) totally for k queries. Similarly for

each of the updates, it takes O(log(n)) to update the data structure, and it takes O(k) to check for the

queries. Therefore, the total time complexity (including initialization and processing of the updates) is

O(n ∗ (log(n) + k)) + O(m ∗ (log(n) + k)), which is O((n + m) ∗ (log(n) + k)). In practice, the number

of routes in the routing table (which is n in the formula) is on the order of 300,000, the number of updates

(m) is on the order of millions, and the number of queries could be hundreds of thousands. Thus, the query

processing time could be large.

Since our goal is to reduce the query time, and this could be done by trading off more space for less

time. We could achieve this by pre-processing the routes and updates, and storing the pre-processed results.

Suppose we have one IP address in the query, and it takes O(n + m) to pre-compute the LPM for this

particular IP address. The storage space for the results is O(s), where s represents the number of routes

and updates which affects the LPM of the query IP address. In this way, the actual query processing time

is reduced to O(s), by simply outputting the results. However, this approach would not scale if we need to

store the results for all IP address, since the total number of IP addresses is 232. In the next subsection, we

introduce the idea of address range to track the LPM changes scalably.

2.4.2 Address Ranges and the Associated Data Structure

In this section, we present a method to track prefix match changes for a group of IP addresses. Because of

the nesting of prefixes, an IP address could match several prefixes with different mask lengths over time. In
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Figure 2.2: Storing address ranges and prefix sets for prefixes 12/8, 12/16, and 12/24

order to track prefix-match changes over time, we need to store information about changes to all prefixes

covering the IP address. We refer to the collection of all matching prefixes for a given IP address as its

prefix set; packet forwarding is driven by the longest-matching prefix in the set at any time. For example,

suppose a BGP routing table contains prefixes 12.0.0.0/8 and 12.0.0.0/16. Then, IP address 12.0.0.0 has

the prefix set {/8, /16}. IP address 12.0.0.1 also matches the same prefixes. However, the prefix set for

12.1.0.1 is {/8}.

Rather than tracking the prefix set for each individual IP address, we group contiguous addresses that

have the same prefix set into an address range. For example, prefixes 12.0.0.0/8 and 12.0.0.0/16 divide the

IP address space into two address ranges—[12.0.0.0, 12.0.255.255] with prefix set {/8, /16} and [12.1.0.0,

12.255.255.255] with prefix set {/8}. Note that address ranges differ from prefixes in that the boundaries

of an address range are not necessarily powers of two. For instance, no single prefix could represent all IP

addresses in the range [12.1.0.0, 12.255.255.255].

As we process BGP update messages, address ranges may be created, subdivided or updated. For ease

of searching for the affected address range(s), we store information about address ranges in a binary tree, as

shown in Figure 2.2. A binary tree efficiently supports all the operations we need (including inserting a new

address range, lookup an address range) in an average time of O(log n), where n is the number of address

ranges. In comparison, the brute-force solution that simply stores address ranges in arrays would operate in

an average time of O(n). Each node in the binary tree contains the left-most address in the address range,

and each node keeps a pointer to the size of the address range and the associated prefix set. Each element
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of the prefix set includes a pointer to the BGP route for that prefix; to save memory, we store a single copy

of each BGP route. As illustrated in Figure 2.2, both address ranges [12.0.0.0, 12.0.0.255] and [12.0.1.0,

12.0.255.255] have prefix 12.0.0.0/16 in their prefix sets, and their prefix sets store the pointers to the route

entry for 12.0.0.0/16. Note that in the figure, we only show the pointers from the most-specific prefixes to

the routing table for illustration.

2.4.3 Algorithm for Tracking Changes to Address Ranges

Next, we present an algorithm that reads BGP table dumps or update messages as input, and tracks the

changes to the address ranges and their associated prefix sets. The algorithm first determines the address

range(s) covered by the prefix, perhaps creating new address ranges or subdividing existing ones. Then, for

each of the associated address ranges, the algorithm modifies the prefix set as needed.

Updating address ranges: A BGP announcement for a new prefix may require creating new address

ranges or subdividing existing ones. For example, suppose 18.0.0.0/16 is announced for the first time, and

no earlier announcements covered any part of the 18.0.0.0/16 address space; then, our algorithm inserts a

new address range [18.0.0.0,18.0.255.255], with a prefix set of {/16}, into the binary tree. As another ex-

ample, suppose we have previously seen route announcements only for 12.0.0.0/8 and 12.0.0.0/16; then, the

binary tree would contain [12.0.0.0,12.0.255.255] with prefix set {/8, /16}, and [12.1.0.0,12.255.255.255]

with prefix set {/8}. On processing an announcement for 12.0.0.0/24, our algorithm would subdivide

[12.0.0.0,12.0.255.255] into two address ranges—one with prefix set {/8, /16, /24} and another with

{/8, /16}, as shown in Figure 2.2. Currently, our algorithm does not delete or merge address ranges after

withdrawal messages. We take this lazy approach towards deleting and merging address ranges because

withdrawn prefixes are often announced again later, and because we have seen empirically that the number

of address ranges increases very slowly over time.

Updating prefix set for address ranges: Continuing with the example in Figure 2.2, suppose the route

for 12.0.0.0/16 is withdrawn. Then, the algorithm would determine that both [12.0.0.0-12.0.0.255] and

[12.0.1.0,12.0.255.255] have /16 removed from the prefix set. For addresses in [12.0.1.0-12.0.255.255],

the withdrawal would change the longest matching prefix to the less specific 12.0.0.0/8.

Lastly, we estimate the time and space complexity for this algorithm. The pre-processing time for n

routes and m updates from time t1 to t2 is n ∗ log(n) + m ∗ log(n) = (n + m) ∗ log(n). This is because it

takes O(log(n)) to perform a single operation on the tree. The storage space for the results of LPM changes
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is O(n + m), since we need to track all routes and updates at most. As for the actual query processing, it

only takes the time of O(k ∗ (n + m)), by looking up the results for each query IP address.

Another advantage of the address ranges is that it breaks the dependency among the prefixes. By

having the pre-processing records of address ranges, we no longer need to process the updates by time

consequentially for the queries; instead, we could parallelize the processing for all the result entries for all

the queries. Therefore, the query time could be further reduced to O(k ∗ (n + m)/c), where c stands for

the number of CPUs available for parallel processing.

In summary, in this section, we present the idea of using address ranges to track the LPM changes

for IP addresses at scale. We also point out another benefit of the address ranges, which is to remove the

dependency among the prefixes and facilitate parallelization.

2.5 Route Oracle Design and Implementation

Using the algorithm of Section 2.4 as a basis, we present the overall design and implementation of Route

Oracle in this section. We begin with the overview of the design, and follow it with a detailed description

of the two main parts of the design: the pre-processing module that converts BGP updates to updates of

address range records, and the query module that identifies the routes for IP addresses based on these

records.

2.5.1 System Overview

The input to Route Oracle consists of a list of IP addresses, a vantage-point router, and the time period

over which route changes are desired. The output is routes for each IP address at the start time, and then

changes to them during the specified time period. The route includes the longest matching prefix, egress

router and the AS path. The basic way to handle such a query is to process the BGP updates from the

specified vantage point and time period using the algorithm we presented in the last section, and output the

result. For example, for the query of route changes for IP address 128.112.0.0 from t1 to t2 at vantage point

v, the algorithm will have to process BGP updates from vantage point v from t1 to t2. The output could

be: at time t1, the longest prefix match is /24, with associated route r1; at time t3 (which is before t2), the

IPs change to a less-specific prefix match /16, with route r2; and finally no route changes for the address

till t2. However, this basic approach does not scale well with the number of IP addresses due to nesting of
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Figure 2.3: Route Oracle System Design

prefixes. The nesting of prefixes means that for each IP address, every update containing a matching prefix

needs to be processed to see if the longest prefix match, and hence the route, changed for the address or

not.

To overcome this, we convert prefix-based BGP updates to routing changes for address ranges by using

the algorithm specified in Section 2.4. Since address ranges do not overlap, answering queries for route

changes scales much better for a large number of addresses in the input. In fact, once we convert BGP

updates into address ranges, we save the resulting records for future use, and answer all queries using these

records, thereby amortizing the cost of conversion across all subsequent queries.

To summarize, our design of Route Oracle consists of two modules as shown in Figure 2.3: A pre-

processing module that transforms the BGP update stream into a stream of address ranges and associated

route changes; and a query module that determines route changes for desired IP addresses using the address

range records. In the following subsections, we provide detailed descriptions of these two modules.

2.5.2 Precomputing Route Updates for Address Ranges

The pre-processing part uses the algorithm presented in the previous section to track the longest prefix

match and route changes for all the IP addresses. The inputs to the pre-processing part are BGP routing

table snapshots and BGP updates. The output consists of address ranges and route changes to them. Each

record contains the following attributes: the address range, time of the route change, the longest prefix

match, the egress router, and the AS path. In addition, we also include information on how the longest
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prefix match was changed compared with the previous route (e.g., change to a more-specific or less-specific

prefix), and whether the egress router and AS path were changed compared to the previous route.

Since BGP is an incremental protocol where updates are only sent by a router when its route to a prefix

changes, the BGP monitor deployed in the tier-1 ISP generates periodic snapshot of routes for all prefixes.

Using the snapshot of prefixes and their routes, the module determines and stores a snapshot of all the

address ranges and routes associated with them. It then records changes to address ranges and routes as

subsequent BGP updates are received.

We should note that the time interval between snapshots of all address range records has a direct bearing

on query processing time since, given a query, we have to process address ranges starting from the latest

snapshot before the query time period. Thus, storing snapshots more frequently will reduce query time.

However, this will increase the storage space, and hence there is a tradeoff between how often snapshots

are stored versus query processing time. At present, we store one snapshot per day to coincide with the

BGP routing tables which are generated at the beginning of every day.

We store all the address range records for a given day under the same directory, with the file names

indicating the IP address of the vantage point. Directories are named hierarchically according to year,

month and day. This facilitates easy searching of files for a given time period. The address range updates

are stored in multiple files with each file spanning a fixed interval (currently 15 minutes) of the day. The

files are compressed to reduce the storage space. All the records are written in network byte-order for

platform compatibility.

2.5.3 Query Processing

The query module uses the address range records (snapshots + updates) to answer queries regarding routes

for IP addresses. The input to the query module is a list of IP addresses, the vantage point and the time

interval over which routes are desired. The output is routes at the beginning of the time interval for each

address range and changes to them over the interval. The input IP addresses can be specified as address

ranges or prefixes.

When a query is received, the module first determines the latest address range snapshot prior to the

start time of the interval. It then applies updates of address range records to determine the state at the start

time, and then continues processing address range records till the end time to determine route changes.

For each address range, the module checks if the range overlaps with the input IP address list, and if so,
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the record is used to update the route for the affected IP addresses. Note that since the address range files

are stored hierarchically based on their time stamps, the module can quickly locate files for a specific time

interval. For instance, let us assume that the query is for route changes of a single IP address 128.112.0.0

from October 24, 2009 9:00 a.m. to 5:00 p.m.. In this case, the query module will read the address range

snapshot at the beginning of the day on October 24, 2009, and then address range updates till 9:00 a.m. to

get the latest route for 128.112.0.0 just at the start time of the query time period. Then, the module will

read the address range updates from 9:00 a.m. to 5:00 p.m., and output all route changes for the IP address

in question.

We have implemented two optimizations to further reduce the query response time. First, if the user

inputs a list of IP addresses in a query, we amortize the cost of reading address range records across all the

IP addresses. This is because the reading of the address range files dominates the overall query processing

time. As we read address ranges sequentially, we compare each record with all the IP address ranges and

prefixes in the list. This way, the reading of the result record files is amortized over all IP addresses.

Second, we parallelize the processing of the address range files given the prevalence of multi-core

machines. Since address range updates for fixed time intervals are stored in separate files, we parallelize

the reading and processing of these files by submitting multiple processes each processing one file at a time.

The route changes determined by all these processes are gathered at the end, and sorted in chronological

order before generating the output.

2.6 Performance Evaluation

This section presents performance evaluation of the Route Oracle tool. For the pre-processing module,

our aim is to verify that it can keep up as BGP updates arrive. For the query module, we evaluate its

performance – both response time and resource usage – as a function of the size of the input. We also

evaluate the effect of optimizations – parallelization in particular – on the performance of the query module.

Our experiments were run on an standard off-the-shelf SMP server, with two quad-core Xeon X5460

Processors. Each CPU is 3.16 GHz and has 6 MB of cache. The server contains 16 GB of total RAM. We

apply our tool to BGP routing table and update messages collected for the month of August 2009 from a

top-level route reflector in a tier-1 ISP backbone. The queried IP addresses were randomly selected from

the routing table.
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Figure 2.4: CCDF of the time spent by the pre-processing module to convert BGP updates received over
fixed time-interval into address range records.

We first evaluate the pre-computation module of the tool, focusing on the time to process BGP updates.

Next, we evaluate how the query processing time varies as the query time period grows. Then, we evaluate

the scalability of the query processing, as the number of queried IP addresses grow, and show the memory

resource consumption. Finally, we demonstrate the benefit of parallelization in query processing.

2.6.1 Pre-processing Time

In this subsection, we evaluate how long it takes to convert BGP updates into address range records. To do

this, we consider BGP updates received over fixed time-intervals of 5, 10 and 20 minutes, and compute the

time spent by the pre-processing module on each batch of updates. We present results for updates received

on August 01, 2009; similar results were observed for other days.

Figure 2.4 shows the pre-processing time for BGP updates received over various fixed time-intervals as

a CCDF (complementary cumulative distribution function). As can be seen, of all the BGP updates received

and processed in 5 minutes interval, 99% could be processed within 2 seconds, and the maximum time to

process the BGP updates received in 20 minutes interval is about 5 seconds. This clearly demonstrates that

the pre-processing module is able to handle BGP updates in real time as they arrive.

In order to better understand what factor mainly determines the pre-computation time, we counted the

number of BGP updates received over fixed time intervals. For each point in Figure 2.5, the number on

the x-axis stands for the number of BGP updates received over the fixed time-interval, while the number
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Figure 2.5: Pre-processing time varies according to the number of BGP updates received over the fixed
time-interval.

on the y-axis presents the time spent on processing the updates. The figure clearly illustrates the linear

relationship between the pre-computation time and the number of BGP updates received over the interval.

The start point of each curve shows that it takes approximately 1.5 seconds to finish the fixed steps of the

pre-computation part which includes bootstrapping the data structures used by the pre-processing module,

and writing the address range records to files at the end. As the number of BGP updates increases, the

pre-processing time increases linearly.

2.6.2 Query Processing Time

The query processing time is a function of many parameters, including the length of the query time period,

the number of IP addresses queried, and the number of processes run in parallel. In this subsection, we

evaluate the query processing time along these three dimensions, and understand how these factors affect

the query processing time.

We start by measuring the query processing time for a single IP address, where a single process is used

to handle the query. We vary the start and end times of the query time period on August 01, 2009. We first

choose a random start time on that day, then choose a random end time between the start time and the end

of the day. Figure 2.6 shows the result, where each point stands for one experiment with a randomly chosen

IP address to query, random start time and random end time. The x-axis denotes the query end time from

the beginning of the day.

34



 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 0  200  400  600  800  1000  1200  1400

qu
er

y 
pr

oc
es

si
ng

 ti
m

e 
(s

ec
on

ds
)

query end time (minutes)

query process time

Figure 2.6: Query processing time versus end time.

Figure 2.6 illustrates that the query processing time grows linearly with the end time of the query. This

is because irrespective of the start time, the query module has to process all the address range records from

the last snapshot (which happens to be the beginning of the day) till the end time since the address range

records from the snapshot till the start time are used to determine the routes used at the start time. This

explains why the query processing time depends on the length from the beginning of day to the query end

time. In addition, note that the time spent on answering the query for a single IP address for a one-day

period is no more than 3.5 seconds.

We should also emphasize that the query time can reduced by storing more frequent snapshots at the

cost of more storage space. Based on the worst-case time of 3.5 seconds, we believe that storing one

snapshot per day provides us with a pretty good performance at a reasonable storage cost (few MBytes per

snapshot).

2.6.3 Scalability of Query Processing

Next, we evaluate the scalability of query processing by increasing the number of queried IP addresses. We

also show how the amortization of file processing over the IP addresses reduces the query processing time.

In addition, we evaluate the memory consumption as the number of queried IP addresses grows. For this

experiment, we use the query time period of one hour. We increase the number of number of IP addresses

from 1, 2, 4, 8, ... till about 130,000. The IP addresses used for the queries are all randomly chosen. As in
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Figure 2.7: Query processing time versus number of IP addresses queried.

the previous section, we use a single process to answer all the queries.

Figure 2.7 shows the query processing time in seconds, as the number of queried IP addresses increases.

The figure shows that it takes about half an hour to process 130,000 IP addresses for a time interval of one

hour. The query processing time grows linearly as the number of queried IP addresses increases. However,

the slope is lower at the beginning of the curve, but increases at some point (in fact two points) as the

number of IP addresses increases. We believe this is because when number of IP addresses are lower, the

time to read the address range records, which is amortized over all IP addresses, dominates. In contrast,

when the number of IP addresses becomes large, the time spent on processing the address range records

starts dominating, resulting in a higher slope for the curve.

Figure 2.8 shows the peak virtual memory utilization during the same experiment. As illustrated by the

figure, the memory utilization grows as the number of queried IP addresses increases, and the peak virtual

memory used for processing about 130,000 IP addresses for an hour is about 480 MB. The increase in

memory consumption as the number of queried IP addresses increases is because we store all the matching

address range records in memory before outputting them at the end. Another factor affecting the peak

virtual memory utilization is the query time period, since the query time period determines the number of

address range records that must be stored in memory.
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Figure 2.8: Peak virtual memory utilization versus number of IP addresses queried.

#IPs Queried Query Processing Time (Secs)
1 26.1

10 26.1
100 27.7
1000 54.5

10000 279.7

Table 2.4: Query processing time (without parallelization) versus number of IP addresses queried.

2.6.4 Parallelization of Query Processing

Last, we evaluate the benefits of parallelization achieved on multi-core machines. For this experiment, we

extend the query time period to 10 days from August 01 to August 10, 2009. We vary the number of IP

addresses queried by randomly choosing 1, 10, 100, 1000, and 10000 IP addresses. Recall that the server

on which experiments were run had two quad-core CPUs, i.e., 8 processing cores each running at 3.16

GHz.

We start by measuring the query processing time by using only one process with no parallelization.

These numbers serve as a benchmark against which we compare the processing time with multiple parallel

processes. Table 2.4 shows these numbers for varying number of IP addresses over the query time period

of 10 days.

Next, for the same set of IP addresses queried, we vary the number of concurrent processes submitted

in parallel from 2 to 14. We measure the query processing time, and divide it by the query processing time
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Figure 2.9: normalized query processing time versus number of concurrent processes

without parallelization given by Table 2.4. Figure 2.9 shows the result of this experiment, where the y-axis

is the normalized processing time. As illustrated by the figure, the benefits of parallelization increase, as the

number of queried IP addresses increases, since more IP addresses mean more time to process the address

range records. For example, the query of 10,000 IP addresses takes about 5 minutes to process without

parallelization. This number is reduced to 53%, 30%, 23% and 19% of its value when we increase the

parallelization to 2, 4, 6 and 8 processes, respectively. No further gain is achieved in processing time by

submitting more than eight processes in parallel.

Since the performance levels out when number of processes reach the number of cores, we suspect that

the CPU is the performance bottleneck. We confirmed this by tracking the CPU utilization at one minute

intervals during the course of the experiment when eight parallel processes were running. As expected,

the utilization stayed at 100% during much of the processing, confirming that no further gain is possible

beyond eight processes on this particular eight core server.

2.7 Related Work

Understanding route changes is fundamental to network troubleshooting. Packet Design [7] provides Route

Explorer to capture the complete stream of routing updates received. In particular, Route Explorer has an

animated historical playback feature which lets the operators diagnose problems by quickly rewinding to

past routing activities at a specific time. In our work, Route Oracle takes one step further to handle the
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prefix-match changes, and outputs route changes for IP addresses of interest.

RouteViews [8] and RIPE-NCC [9] provide publicly available passive measurements of BGP route

updates. In these projects, the BGP monitors are fed with BGP announcements and withdrawal messages

received via an external BGP session with one router in the participating AS. Proposals have been made to

pin-point the location and cause of routing changes using these measurement infrastructures [10, 11, 12].

In comparison, Route Oracle allows one to understand how route changes actually affect routes for IP

addresses.

Our work also relates to earlier studies that used BGP measurement data to analyze the relationship

between IP prefixes [13, 14, 15, 16, 9]. For example, the work on BGP policy atoms [13, 14] showed that

groups of related prefixes often have matching AS paths, even when viewed from multiple vantage points;

typically, a more-specific prefix had different AS paths than its corresponding less-specific prefix [13].

Other researchers analyzed BGP table dumps to understand the reasons why each prefix appears in the inter-

domain routing system, and the reasons include delegation of address space to customers, multi-homing,

and load balancing [15, 16]. In contrast, our system focuses on tracking the changes in the longest-matching

prefix rather than a static analysis of a BGP table dump.

Our work also relates to earlier analysis of BGP routing dynamics [2, 17, 18, 5]. These studies analyze

announcement and withdrawal message for each destination prefix, and group related BGP update mes-

sages to identify BGP convergence events and route flapping. Whereas these studies treat each IP prefix

independently, our analysis of BGP update dynamics focuses on the relationship between nested prefixes.

Still, we draw on the results in these earlier studies when selecting thresholds for identifying phenomena

such as BGP path exploration and route flapping. Our work also relates to measurement studies of pre-

fix hijacking, and particularly subprefix hijacking [19, 20] that triggers a change in the longest-matching

prefix. Yet, our study considers a wider range of causes of prefix-match changes.

Previous studies have also characterized IP reachability through direct or indirect observations of the

underlying data-plane paths used to forward packets [21, 22, 23, 24, 25, 26, 27]. Most of these studies

involve active probing (using ping, traceroute, or custom tools) [21, 22, 23, 24], sometimes triggered by

passive observations of reachability problems [21, 22]. Other work has focused on analysis of passively

collected traffic measurements (such as Netflow data or Web server logs) to detect possible routing changes

or reachability problems [25, 26, 27]. In contrast, our work has focused primarily on how the longest-

matching prefix, used in packet forwarding, changes over time. That said, these previous studies are quite
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relevant to our ongoing analysis of the Netflow data to understand the impact of these prefix-match changes

on end-to-end reachability.

2.8 Summary

In this chapter, we presented Route Oracle, a scalable system to determine the BGP routes (and thus AS

Path and egress router) used by one or more IP addresses from a given router in a network. We believe

that the system should form a basis for several network and service management applications. The key

component of Route Oracle is an algorithm to track changes to the longest prefix-match for IP addresses as

BGP route updates arrive. Our system uses this algorithm to convert BGP updates which are prefix-based

into route updates to non-overlapping IP address ranges. This step facilitates queries about route changes

for a large number of IP addresses. We also described other optimizations that further reduce the query

response time. Our systematic evaluation demonstrated Route Oracle’s ability to handle queries at scale and

in real time. We have deployed Route Oracle in a large Tier-1 ISP where it is being used to troubleshoot

performance impairments for various services. The system optimizations described in the chapter were

implemented based on feedback from this user community.
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Chapter 3

Diagnosing Wide-Area Latency

Increases for CDNs

3.1 Introduction

Content Distribution Networks (CDNs) offer users access to a wide variety of services, running on geo-

graphically distributed servers. Many web services are delay-sensitive interactive applications (e.g., search,

games, and collaborative editing). CDN administrators go to great lengths to minimize user-perceived la-

tency, by overprovisioning server resources, directing clients to nearby servers, and shifting traffic away

from overloaded servers. Yet, CDNs are quite vulnerable to increases in the wide-area latency between

their servers and the clients, due to interdomain routing changes or congestion in other ASes. The CDN

administrators need to detect and diagnose these large increases in round-trip time, and adapt to alleviate

the problem (e.g., by directing clients to a different front-end server or adjusting routing policies to select

a different path).

To detect and diagnose latency problems, CDNs could deploy a large-scale active-monitoring infras-

tructure to collect performance measurements from synthetic clients all over the world. Instead, this chapter

explores how CDNs can diagnose latency problems based on measurements they can readily and efficiently

collect—passive measurements of performance [28], traffic [29], and routing from their own networks. Our

goal is to maximize the information the CDN can glean from these sources of data. By joining data col-
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Figure 3.1: CDN architecture and measurements

lected from different locations, the CDN can determine where a client request enters the CDN’s network,

which front-end server handles the request, and what egress router and interdomain path carry the response

traffic, as shown in Figure 3.1. Using this data, we analyze changes in wide-area latency between the clients

and the front-end servers. The rest of the user-perceived latency, which is between the front and back-end

servers, is under the CDN’s direct control and relatively easy to troubleshoot problems.

Finding the root cause of latency increases is difficult. Many factors can contribute to higher delays,

including internal factors like how the CDN selects servers for the clients, and external factors such as

interdomain routing changes. Moreover, separating cause from effect is a major challenge. For example,

directing a client to a different front-end server might change where traffic enters and leaves the CDN

network and the routes correspondingly. However, in this case, the routing changes is not the original

cause of all the changes. Therefore, in order to classify the large increases in latency, our classification

must first determine whether client requests shifted to different front-end servers, or the latency to reach

the existing servers increased. Only then can we analyze why these changes happened. For example, the

front-end server may change because the CDN determined that the client is closer to a different server, or

because a load-balancing policy needed to shift clients away from an overloaded server. Similarly, if the

round-trip time to a specific server increases, routing changes along the forward or reverse path (or both!)

could be responsible.
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The scale of large CDNs also introduces challenges. To measure and control communication with

hundreds of millions of users, CDNs typically group clients by an IP prefix or a geographic region. For

example, a CDN may collect round-trip times and traffic volumes by IP prefix, or direct clients to front-end

servers by region. During any measurement interval, a group of clients may send requests to multiple front-

end servers, and the traffic may enter and leave the CDN network at multiple ingress and egress routers.

Thus, in order to analyze the latency increases for groups of requests, we need to define the metrics to

distinguish the changes from an individual router or server.

In designing our methodology for classifying large latency increases, we make the following contri-

butions. Our general methodology could be applied to other CDNs, by collecting and using similar data

sets.

• Decision tree for separating cause from effect: A key contribution of this chapter is that we de-

termine the causal relationship among various factors that lead to latency increases. We propose a

decision tree for separating the causes of latency changes from their effects, and identify the data sets

needed for each step in the analysis. We analyze the measurement data to identify suitable thresholds

to identify large latency changes and to distinguish one possible cause from another.

• Metrics to analyze over sets of servers and routers: Our analysis methodology can analyze latency

increases and traffic shifts over sets of servers and routers. We propose metrics to quantify the extent

of the latency increases caused by various potential causes. For each potential cause, we define the

metric to quantify the contribution of latency increases by a single router or server, as well as a way

to summarize the contributions across all routers and servers.

• Latency characterization for Google’s CDN: We apply our methodology to one month of traffic,

performance, and routing data from Google’s CDN, and identified that nearly 1% of the daily latency

changes increase delay by more than 100 msec. Our results show that 73.9% of these large increases

in latency were explained (at least in part) by a large increase in latency to reach an existing front-end

server, with 42.2% coinciding with a change in the ingress router or egress router (or both!). Around

34.7% of the large increases of latency involved a significant shift of client traffic to different front-

end servers, often due to load-balancing decisions or changes in the CDN’s own view of the closest

server.

• Case studies to highlight challenges in CDN management: We present several events in greater
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detail to highlight the challenges of measuring and managing wide-area performance. These case

studies illustrate the difficulty of building an accurate latency-map to direct clients to nearby servers,

the extra latency client experience when flash crowds force some requests to distant front-end servers,

and the risks of relying on AS path length as an indicator of performance.

The rest of the chapter is organized as follows. Section 3.2 provides an overview of the architecture of

the Google CDN, and the datasets we gathered. Section 3.3 describes our decision-tree methodology for

characterizing latency increases. Section 3.4 presents a high-level characterization of the latency changes

in the Google’s CDN, and identifies the large latency events we study. Next, we present the results of

our characterization in Section 3.5, followed by several case studies in Section 3.6. Then, we discuss the

future research directions in Section 3.7, and present related work in Section 3.8. Finally, we conclude in

Section 3.9.

3.2 Measuring the CDN Network

In this section, we first provide a high-level overview of the network architecture of Google’s CDN. Then,

we describe the measurement dataset we gathered for our analysis in the rest of the chapter.

3.2.1 CDN Architecture

The infrastructure of Google’s CDN consists of many servers in the data centers spread across the globe.

The client requests are first served at a front-end (FE) server, which provides caching, content assembly,

pipelining, request redirection, and proxy functions for the client requests. To have greater control over

network performance, CDN administrators typically place front-end servers in managed hosting locations,

or ISP points of presence, in geographic regions nearby the clients. The client requests are terminated at the

FEs, and (when necessary) served at the backend servers which implement the corresponding application

logic. Inside the CDN’s internal network, servers are connected by the routers, and IP packets enter and

leave the network at edge routers that connect to neighboring ISPs.

Figure 3.1 presents a simplified view of the path of a client request. A client request is directed to an

FE, based on proximity and server capacity. Each IP packet enters the CDN network at an ingress router

and travels to the chosen FE. After receiving responses from the back-end servers, the FE directs response

traffic to the client. These packets leave the CDN at an egress router and follow an AS path through one or
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Data Set Collection Point Logged Information
Performance front ends (FEs) (client /24 prefix, country, RPD, average RTT)
Traffic ingress routers (client IP address, FE IP address, bytes-in)

egress routers (FE IP address, client IP address, bytes-out)
Routing egress routers (client IP prefix, AS path)
Joint data (client IP prefix, FE, RPD, RTT, {ingress, bytes-in}, {egress, AS path, bytes-out})

Table 3.1: Measurements of wide-area performance, traffic, and routing

more Autonomous Systems (ASes) en route to the client. The user-perceived latency is affected by several

factors: the location of the servers, the path from the client to the ingress router, and the path from the

egress router back to the client. From the CDN’s perspective, the visible factors are: the ingress router, the

selection of the servers, the egress router, and the AS path.

Like many CDNs, Google uses DNS to direct clients to front-end servers, based first on a latency map

(preferring the FE with the smallest network latency) and second on a load-balancing policy (that selects

another nearby FE if the closest FE is overloaded) [30]. To periodically construct the latency map, the

CDN collects round-trip statistics by passively monitoring TCP transfers to a subset of the IP prefixes.

In responding to a DNS request, the CDN identifies the IP prefix associated with the DNS resolver and

returns the IP address of the selected FE, under the assumption that end users are relatively close to their

local DNS servers. Changes in the latency map can lead to shifts in traffic to different FEs. The latency

between the front-end and back-end servers is a known and predictable quantity, and so our study focuses

on the network latency—specifically, the round-trip time—between the FEs and the clients.

3.2.2 Passive Measurements of the CDN

The measurement data sets, which are routinely collected at the servers and routers, are summarized in

Table 3.1. The three main datasets—performance, traffic, and routing measurements—are collected by

different systems. The measurement data gathered is composed of latency sensitive traffic, and specifically

excludes video traffic, as that is latency insensitive.

Client performance (at the FEs): The FEs monitor the round-trip time (RTT) for a subset of the TCP

connections by measuring the time between sending the SYN-ACK and receiving an ACK from the client.

If this SYN-ACK RTT is larger than the RTT for data transfers in the same TCP connection, then the servers

log the shorter RTT value instead (which is the RTT for data transfer in this case). These measurements
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capture the propagation and queuing delays along both the forward and reverse paths to the clients. Each

FE also counts the number of requests, producing a daily summary of the round-trip time (RTT) and the

requests per day (RPD) for each /24 IP prefix. Each /24 prefix is associated with a specific country, using

the IP address-to-Geo mapping. We use it to group prefixes in nearby geographical regions for our study.

Netflow traffic (at edge routers): The edge routers collect traffic measurements using Netflow [29].

The client is the source address for incoming traffic and the destination address for outgoing traffic; simi-

larly, the FE is the destination for incoming traffic, and the source for outgoing traffic. Netflow performs

packet sampling, so the traffic volumes are estimates after correcting for the sampling rate. This leads to

records that summarize traffic in fifteen-minute intervals, indicating the client IP address, front-end server

address, and traffic volume. Traffic for a single client address may be associated with multiple routers or

FEs during the interval.

BGP routing (at egress routers): The edge routers also collect BGP routing updates that indicate the

sequence of Autonomous Systems (ASes) along the path to each client IP prefix. (Because BGP routing is

destination based, the routers cannot collect similar information about the forward path from clients to the

FEs.) A dump of the BGP routing table every fifteen minutes, aligned with the measurement interval for

the Netflow data, indicates the AS-PATH of the BGP route used to reach each IP prefix from each egress

router.

Joint data set: The joint data set used in our analysis combines the performance, traffic, and routing

data, using the client IP prefix and FE IP address as keys in the join process. First, the traffic and routing

data at the egress routers are joined by matching the client IP address from the Netflow data with the

longest-matching prefix in the routing data. Second, the combined traffic and routing data are aggregated

into summaries and joined with the performance data, by matching the /24 prefix in the performance data

with the longest-matching prefix from the routing data. Note that the /24 prefix is the finest granularity in

our measurement study. The resulting joint data set captures the traffic, routing, and performance for each

client IP prefix and front-end server, as summarized in Table 3.1. The data set is aggregated to prefix level.

In addition, the data do not contain any user-identifiable information (such as packet payloads, timings of

individual requests, etc.) The data set we study is based on a sample, and does not cover all of the CDN

network.

The data have some unavoidable limitations, imposed by the systems that collect the measurements:

the performance data does not indicate which ingress and egress router were used to carry the traffic, since
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the front-end servers do not have access to this information. This explains why the joint data set has a set

of ingress and egress routers. Fortunately, the Netflow measurements allow us to estimate the request rate

for the individual ingress routers, egress routers, and AS paths from the observed traffic volumes; however,

we cannot directly observe how the RTT varies based on the choice of ingress and egress routers. Still, the

joint data set provides a wealth of information that can shed light on the causes of large latency increases.

Latency map, and front-end server capacity and demand: In addition to the joint data set, we

analyze changes to the latency map used to drive DNS-based server selection, as discussed in more detail

in Section 3.3.2. We also collect logs of server capacity and demand at all front-end servers. We use the

logs to determine whether specific FE is overloaded at a given time (when the demand exceeded capacity,

and requests were load balanced to other front-end servers).

3.3 Methodology

Analyzing wide-area latency increases is difficult, because multiple inter-related factors can lead to higher

round-trip times. As the choice of ingress and egress routers depends on the front-end server, our classi-

fication starts by determining whether or not the front-end server changes, as shown in the first branch in

Figure 3.2. Our analysis accounts for the fact that clients may direct traffic to multiple front ends, either

because the front-end server changes or because different clients in the same region use different front-end

servers.

In this section, we present the methodology we use to analyze latency increases, as illustrated in Fig-

ure 3.2. First, we propose metrics for distinguishing FE changes from latency changes that affect individual

FEs. Then, we describe the techniques to identify the cause of FE changes (the latency map, or load bal-

ancing). Lastly, we present the method to correlate the latency increases that affect individual FEs with

routing changes. Table 3.2 summarizes the notation used in this chapter.

3.3.1 Front-End Server and Latency Metrics

Analyzing latency increases is relatively easy if all clients use the same FE. In this case, the average round-

trip time could increase for one of two main reasons: front-end server changes, or latency increases at

specific FEs. It is worth mention that each front-end server represents one data center, which has hundreds

to thousands of servers. Because of the high redundancy in the data centers, there is no category for FE
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Figure 3.2: Classification of large latency changes using passive measurements

failures (which means the entire data center is shut down).

• Front-end server changes (∆FE): The clients switch from one front-end server to another, where

the new server used has a higher RTT. This change could be caused by an FE failure or a change in

the CDN’s server-selection policies, as shown in the upper branch of Figure 3.2.

• Front-end latency changes (∆Lat): The clients could continue using the same FE, but have a higher

RTT for reaching that server. The increased latency could stem from changes along the forward or

reverse path to the client, as shown in the lower branch of Figure 3.2.

The analysis is more difficult if clients contact multiple front-end servers, and the RTT and RPD for each

server changes. Correctly distinguishing all of these factors requires grappling with sets of front-ends and

weighing the RTT measurements appropriately.

The average round-trip time experienced by the clients is the average over the requests sent to multiple

front-ends, each with its own average round-trip time. For example, consider a region of clients experi-

encing an average round-trip time of RTT1 at time 1, with a request rate of RPD1i and round-trip time

RTT1i for each front-end server i. Then,

RTT1 =
∑

i

RTT1i ∗
RPD1i

RPD1
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Symbol Meaning
RTT1, RTT2 round-trip time for a client region at time 1 and time 2
∆RTT change in RTT from time 1 to time 2 (i.e., RTT2 −RTT1)
RTT1i, RTT2i round-trip time for requests to FEi at time 1 and time 2
RPD1, RPD2 requests for a client region at time 1 and time 2
RPD1i, RPD2i requests to FEi at time 1 and time 2
∆FEi latency change contribution from traffic shifts at FEi

∆Lati latency change contribution from latency changes at FEi

∆FE latency change contribution from traffic shifts at all FEs
∆Lat latency change contribution from latency changes at all FEs
r1i, r2i fraction of requests served at FEi predicted by the latency map at time 1 and time 2
∆LatMap fraction of requests shifting FEs predicted by the latency map
∆FEDist actual fraction of requests shifting FEs
LoadBalance1 fraction of requests shifting FEs by the load balancer at time 1
∆LoadBal difference of the fraction of requests shifting FEs by the load balancer from time 1 to time 2
∆Ingress fraction of the traffic shifting ingress router at a specific FE
∆EgressASPath fraction of the traffic shifting (egress router, AS path) at a specific FE

Table 3.2: Summary of key notation

where RPD1 =
∑

i RPD1i is the total number of requests from that region, across all front-end servers,

for time period 1. A similar equation holds for the second time period, with the subscripts changed to

consider round-trip times and request rates at time 2.

The increase in average round-trip time from time 1 to time 2 (i.e., ∆RTT = RTT2 −RTT1) is, then,

∆RTT =
∑

i

(
RTT2i ∗

RPD2i

RPD2
−RTT1i ∗

RPD1i

RPD1

)

The equation shows how the latency increases could come either from a higher round-trip time for the same

server (i.e., RTT2i > RTT1i) or a shift in the fraction of requests directed to each FE (i.e., RPD2i/RPD2

vs. RPD1i/RPD1), or both. Note that in cases when the set of FE server changes, this equation still holds.

To tease these two factors apart, consider one FE i, and the term inside the summation. We can split the

term into two parts that sum to the same expression, where the first captures the impact on the round-trip

time from traffic shifting toward front-end server i:

∆FEi = RTT2i ∗
(

RPD2i

RPD2
− RPD1i

RPD1

)
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where ∆FEi is high if the fraction of traffic directed to front-end server i increases, or if the round-trip

time is high at time 2. The second term captures the impact of the latency to front-end server i increasing:

∆Lati = (RTT2i −RTT1i) ∗
RPD1i

RPD1

where the latency is weighted by the fraction of requests directed to front-end server i, to capture the

relative impact of this FE on the total increase in latency. Through simple algebraic manipulation, we can

show that

∆RTT =
∑

i

(∆FEi + ∆Lati).

As such, we can quantify the contribution to the latency change that comes from shifts between FEs:

∆FE =
∑

i

∆FEi/∆RTT

and latency changes for individual front-end servers

∆Lat =
∑

i

∆Lati/∆RTT

where the factors sum to 1. For example, if the FE change contributes 0.85 and the latency change con-

tributes 0.15, we can conclude that the latency increase was primarily caused by a traffic shift between

front-end servers. If the FE change contributes -0.1 and the latency change contributes 1.1, we can con-

clude that the latency increase was due to an increase in latency to reach the front-end servers rather than a

traffic shift; if anything, the -0.1 suggests that some traffic shifted to FEs with lower latency, but this effect

was dwarfed by one or more FEs experiencing an increase in latency.

In the following subsections, we present the method to identify the causes of the FE changes: the

latency map and load balancing.

3.3.2 Latency Map: Closest Front-End Server

Google CDN periodically constructs a latency map to direct clients to the closest front-end server. The

CDN constructs the latency map by measuring the round-trip time for each /24 prefix to different front-end

servers, resulting in a list mapping each /24 prefix to a single, closest FE. From the latency map, we can
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compute the target distribution of requests over the front-end servers for groups of co-located clients in two

time intervals. To combine this information across all /24 prefixes in the same region, we weigh by the

requests per day (RPD) for each /24 prefix. This results in a distribution of the fraction of requests r1i from

the client region directed to front-end server i, at time 1.

As the latency map and the request rates change, the region may have a different distribution {r2i} at

time 2. To analyze changes in the latency map, we consider the fraction of requests that should shift to

different front-end servers:

∆LatMap =
∑

i

|r2i − r1i|/2

Note that we divide the difference by two, to avoid double counting the fraction of requests that move

away from one FE (i.e., r2i − r1i decreasing for one front-end server i) and towards another (i.e., r2i − r1i

increasing for some other front-end server).

3.3.3 Load Balancing: Avoiding Busy Servers

In practice, the actual distribution of requests to front-end servers does not necessarily follow the latency

map. Some FEs may be overloaded, or unavailable due to maintenance. To understand how the traffic

distribution changes in practice, we quantify the changes in front-end servers as follows:

∆FEDist =
∑

i

∣∣∣∣RPD2i

RPD2
− RPD1i

RPD1

∣∣∣∣ /2

That is, we calculate the fraction of requests to FE i at time 1 and time 2, and compute the difference,

summing over all front-end servers. As with the equation for ∆LatMap, we divide the sum by two to

avoid double counting shifts away from one front-end server and shifts toward another.

The differences are caused by the CDN’s own load-balancing policy, which directs traffic away from

busy front-end servers. This may be necessary during planned maintenance. For example, an FE may

consist of a cluster of computers; if some of these machines go down for maintenance, the aggregate server

capacity decreases temporarily. In other cases, a surge in client demand may temporarily overload the clos-

est front-end server. In both cases, directing some clients to an alternate front-end server is important for

preventing degradation in performance. A slight increase in round-trip time for some clients is preferable

to all clients experiencing slower downloads due to congestion.

To estimate the fraction of requests shifted by the load balancer, we identify front-end servers that
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handle a lower fraction of requests than suggested by the latency map. The latency map indicates that

front-end server i should handle a fraction r1i of the requests for the clients at time 1. In reality, the server

handles RPD1i/RPD1.

LoadBalance1 =
∑

i

[
r1i −

RPD1i

RPD1

]+
where [ ]+ indicates that the sum only includes the positive values, with the target request load in excess of

the actual load. Similarly, we define the fraction of queries load balanced at time 2 as LoadBalance2.

If much more requests are load balanced on the second day, then more requests are directed to alterna-

tive FEs that are further away, leading to higher round-trip times. Thus, we use the difference of the load

balancer metric to capture more load balancing traffic at time 2:

∆LoadBal = LoadBalance2 − LoadBalance1

We expect the load-balancing policy to routinely trigger some small shifts in traffic.

3.3.4 Identifying Routing Changes

Next, our analysis focuses on events where the RTT jumps significantly for specific FEs. Note that multiple

FEs might share the same ingress or egress routers. These increases in round-trip time at a specific FE could

be caused by routing changes, or by congestion along the paths to and from the client. Since the CDN does

not have direct visibility into congestion outside its own network, we correlate the RTT increases only with

the routing changes visible to the CDN—changes of the ingress router where client traffic enters the CDN

network, and changes of the egress router and the AS path used to reach the client.

Recall that the latency metric ∆Lat can be broken down to the sum of latency metrics at individual

FEs (i.e., ∆Lati). We focus our attention on the FE with the highest value of ∆Lati, because the latency

change for requests to this FE has the most impact on the latency increase seen by the clients. Then,

we define metrics to capture what fraction of the traffic destined to this FE experiences a visible routing

change. Focusing on the front-end server i with the highest latency increase, we consider where the traffic

enters the network. Given all the traffic from the client region to the front-end server, we can compute

the fractions f1j and f2j entering at ingress router j at time 1 and time 2, respectively. Note that we

compute these fractions from the “bytes-in” statistics from the Netflow data, since the front-end server
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cannot differentiate the requests per day (RPD) by which ingress router carried the traffic.

To quantify how traffic shifted to different ingress routers, we compute:

∆Ingress =
∑

j

|f2j − f1j |/2

Note that the difference between the fractions is divided by two, to avoid double counting traffic that shifts

away from one ingress router and toward another. Similarly, we define a metric to measure the fraction of

traffic to a FE that switches to a different egress router or AS path. Suppose the fraction of traffic to (egress

router, AS path) k is g1k at time 1 and g2k at time 2. Then,

∆EgressASPath =
∑

k

|g2k − g1k|/2

similar to the equation for analyzing the ingress routers. These metrics allow us to correlate large increases

in latency to server i with observable routing changes. Note that the analysis can only establish a correlation

between latency increases and routing changes, rather than definitively “blaming” the routing change for

the higher delay, since the performance measurements cannot distinguish RTT by which ingress or egress

router carried the traffic.

3.4 Distribution of Latency Changes

In the rest of the chapter, we apply our methodology to measurement data from Google’s CDN. The BGP

and Netflow data are collected and joined on a 15-minute timescale; the performance data is collected

daily, and joined with the routing and traffic data to form a joint data set for each day in June 2010. For our

analysis, we group clients by “region,” combining all IP addresses with the same origin AS and located in

the same country. In this section, we describe how we preprocess the data, and characterize the distribution

of daily increases in latency to identify the most significant events.

As our datasets are proprietary, we are not able to reveal the exact number of regions, events, or thresh-

old of RPD. Instead, we report percentages in our tables and graphs. We believe percentages are more

meaningful, since the exact number of events and regions naturally differ from one CDN to another. In

addition, the granularity of the data, both spatially (i.e., by region) and temporally (i.e., by day) are be-

yond our control; these choices are not fundamental to our methodology, which could easily be applied to
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finer-grain measurement data.

3.4.1 Aggregating Measurements by Region

Our joint dataset has traffic and performance data at the level of BGP prefixes, leading to approximately

250K groups of clients to consider. Many of these prefixes generate very little traffic, making it difficult to

distinguish meaningful changes in latency from statistical noise. In addition, CDN administrators under-

standably prefer to have more concise summaries of significant latency changes that affect many clients,

rather than reports for hundreds of thousands of prefixes.

Combining prefixes with the same origin AS seems like a natural way to aggregate the data, because

many routing and traffic changes take place at the AS level. Yet, some ASes are quite large in their own

right, spanning multiple countries. We combine prefixes that share the same country and origin AS (which

we define as a region), for our analysis. From the performance measurements, we know the country for

each /24 prefix, allowing us to identify the country (or set of countries) associated with each BGP prefix. A

prefix spanning multiple countries could have large variations in average RTT simply due to differences in

the locations of the active clients. As such, we filter the small number of BGP prefixes spanning multiple

countries. This filters approximately 2K prefixes, which contribute 3.2% of client requests and 3.3% of the

traffic volume.

After aggregating clients by region, some regions still contribute very little traffic. For each region, we

calculate the minimum number of requests per day (RPD) over the month of June 2010. The distribution
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of monthly minimum RPD over all the regions (not shown) reveals that most requests come from a small

fraction of the regions. We choose a threshold for the minimum RPD to filter the regions with very low

client demand. This process improves statistical accuracy, because it makes sure that we have enough

samples of requests for the regions we study. This also helps focus our attention on regions with many

clients, and reduces the volume of the measurement data we analyze. This process excludes 85.8% of the

regions, but only 6% of the traffic.

Hence, for the rest of our analysis, we focus on clients aggregated by region (i.e., by country and origin

AS), and regions generating a significant number of requests per day. Note that our analysis methodology

could be applied equally well to alternate ways of aggregating the clients and filtering the data.

3.4.2 Identifying Large Latency Increases

To gain an initial understanding of latency changes, we first characterize the differences in latency from

one day to the next throughout the month of June 2010, across all the client regions we selected. For each

region, we calculate the average daily RTT for our study. The average RTT is calculated by aggregating

over all the prefixes, weighted by the RPD for each prefix. In the rest of the chapter, we refer RTT to the

daily average RTT by regions.

We consider both the absolute changes (i.e., RTT2 − RTT1) and the relative change (i.e., (RTT2 −

RTT1)/RTT1), as shown in Figures 3.3(a) and 3.3(b), respectively. The graphs plot only the increases in

latency, because the distributions of daily increases and decreases are symmetric.

The two graphs are plotted as complementary cumulative distributions, with a logarithmic scale on both

axes, to highlight the large outliers. Figure 3.3(a) shows that latency increases less than 10msec for 79.4%

of the time. Yet, nearly 1% of the latency increases exceed 100 msec, and every so often latency increases

by more than one second. Figure 3.3(b) shows that the RTT increases by less than 10% in 80.0% of cases.

Yet, the daily RTT at least doubles (i.e., a relative increase of 1 or more) for 0.45% of the time, and we see

occasional increases by a factor of ten.

We define an event to be a daily RTT increase over a threshold for a specific region. Table 3.3 summa-

rizes the events we selected to characterize the latency increase. We choose the threshold of absolute RTT

increase as 100 ms and the threshold of relative RTT increase as 1, leading to a combined list of hundreds

of events corresponding to the most significant increases in latency: with 76.9% of the events over the

absolute RTT increase threshold; 35.6% of the events over the relative RTT increase threshold; and 12.5%
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% Events Category
76.9% Absolute RTT Increase ≥ 100 ms
35.6% Relative RTT Increase ≥ 1

Table 3.3: Events with a large daily RTT increase

of the events over both thresholds.

3.5 Characterization

In this section, we characterize the events of large regional latency increases, which are identified in the pre-

vious section. By applying the methodology in Section Section 3.3, we first classify them into FE changes

and latency increases at individual FEs. Then, we further classify the events of FE changes according to

the causes of the latency map and load balancing; classify the events of FE latency increases according to

the causes of inter-domain routing changes.

Our high-level results in this section are summarized in Table 3.4. Nearly three-quarters of these events

were explained (at least in part) by a large increase in latency to reach an existing front-end server. These

latency increases often coincided with a change in the ingress router or egress router (or both!); still, many

had no visible interdomain routing change and were presumably caused by BGP routing changes on the

forward path or by congestion or intradomain routing changes. Around one-third of the events involved

a significant shift of client traffic to different front-end servers, often due to load-balancing decisions or

changes in CDN’s own view of the closest server. Nearly 9% of events involved both an “FE latency

increase” and an “FE server change,” which is why they sum to more than 100%.

3.5.1 FE Change vs. Latency Increase

Applying our methodology to each event identified in the last section, we see that large increases in latency

to reach existing servers (i.e., ∆Lat) are responsible for more than two-thirds of the events with a large

increase in round-trip time. To identify the cause of latency increases, we first show the CDF of ∆FE

(traffic shift) and ∆Lat (latency increase) for the events we study in Figure 3.4. The distributions are a

reflection of each other (on both the x and y axes), because ∆FE and ∆Lat sum to 1 for each event.

The graph shows that about half of the events have ∆FE below 0.1, implying that shifts in traffic

from one FE to another are not the major cause of large-latency events. Still, traffic shifts are responsible
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Category % Events
FE latency increase 73.9%

Ingress router 10.3%
(Egress, AS Path) 14.5%
Both 17.4%
Unknown 31.5%

FE server change 34.7%
Latency map 14.2%
Load balancing 2.9%
Both 9.3%
Unknown 8.4%

Total 100.0%

Table 3.4: Classification of large latency increases (where latency more than doubles, or increases by more
than 100 msec), relative to previous day. Note that nearly 9% of events involve both FE latency increases
and FE server changes.

Threshold
0.3 0.4 0.5

∆Lat 61% 65% 71%
∆FE 23% 26% 29%
Both 16% 9% 0%

Table 3.5: Events classified by ∆Lat and ∆FE

for some of the latency increases—one event has a ∆FE of 5.83! (Note that we do not show the very few

points with extreme ∆FE or ∆Lat values, so we can illustrate the majority of the distribution more clearly

in the graph). In comparison, ∆Lat is often fairly high—in fact, more than 70% of these events have a

∆Lat higher than 0.5.

To classify these events, we apply a threshold to both distributions and identify whether ∆FE or

∆Lat (or both) exceeds the threshold. Table 3.5 summarizes the results for thresholds 0.3, 0.4, and 0.5.

These results show that, for a range of thresholds, around two-thirds of the events are explained primarily

by an increase in latency between the clients and the FEs. For example, using a threshold of 0.4 for both

distributions, 65% of events have a large ∆Lat and another 9% of events have large values for both metrics,

resulting in nearly three-quarters of the events caused (in large part) by increases in RTTs to select front-end

servers. In the rest of the chapter, we apply a threshold of 0.4 to distinguish events into the three categories

in Table 3.5. This is because the threshold of 0.5 separates the two categories apart; the threshold of 0.3

(where one factor contributes to 30% of the latency increases) is not as significant as 0.4.
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Figure 3.4: ∆FE and ∆Lat for large events

3.5.2 Normal Front-End Changes

To understand the normal distribution of latency-map changes, we calculate ∆LatMap for all of the

regions—whether or not they experience a large increase in latency—on two consecutive days in June

2010. Figure 3.5 shows the results. For 76.9% of the regions, less than 10% of the requests change FEs

because of changes to the latency map. For 85.7% of regions, less than 30% of traffic shifts to different

front-end servers. Less than 10% of the regions see more than half of the requests changing front-end

servers. Often, these changes involve shifts to another front-end server in a nearby geographic region.

However, note that the distribution of ∆LatMap has a long tail, with some regions having 80% to

90% of the requests shifting FEs. For these regions, changes in the measured latency lead to changes in

the latency map which, in turn, lead to shifts in traffic to different front-end servers. These outliers are not

necessarily a problem, though, since the FEs on the second day may be very close to the FEs on the first

day. To understand the impact of these traffic shifts, we need to consider the resulting latency experienced

by the clients.

Figure 3.5 also shows the resulting distribution of ∆FEDist (i.e., the actual FE changes) for all client

regions for one pair of consecutive days in June 2010. As expected, the distribution matches relatively

closely with the distribution for ∆LatMap, though some significant differences exist. Sometimes the

traffic shifts even though the latency map does not change. This is evident in the lower left part of the

graph, where most client regions see little or no change to the latency map, but a higher fraction experience
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Figure 3.5: Distribution of ∆LatMap and ∆FEDist across all client regions for one day in June 2010

as much as a 5% shift in traffic.

We expect the load-balancing policy to routinely trigger some small shifts in traffic. Figure 3.6 plots

the distribution of ∆LoadBal for all client regions for a single day in June 2010, as shown in the “Normal

Cases” curve. As expected, most clients are directed to the closest front-end server, as indicated by the

clustering of the distribution around ∆LoadBal = 0. In the next subsection, we show that the large

latency events coincide with larger shifts in traffic, as illustrated by the “∆FE Events” curve in Figure 3.6.

3.5.3 Front-End Changes during Events

To understand the influence of traffic shifts during the events, we analyze the large-latency events where

front-end changes are a significant contributor to the increase in latency (i.e., ∆FE ≥ 0.4); 35% of the

events fall into this category, as shown earlier in Table 3.5. Figure 3.7 plots the distributions of ∆LatMap

and ∆FEDist for these events. For these events, the FE distribution still mostly agrees with the latency

map. Compared with the curves in Figure 3.5, the events which experienced large latency increases have a

stronger correlation with FE changes. According to the latency map, only 14% of events have fewer than

10% of requests changing FEs; 46% of the events have more than half of queries shifting FEs. Note that

FE changes (i.e., in nearby geographical locations) do not necessarily lead to large latency increases, and

may even improve user-perceived throughput by avoiding busy servers. That said, these FE changes can

cause increases in round-trip time, so we need to understand how and why they happen.

59



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

C
D

F

∆ Load Balance

Normal Cases
∆ FE Events

Figure 3.6: Distribution of ∆LoadBalance for Normal Cases and Events ∆FE ≥ 0.4

We then calculate the ∆LoadBal, the difference of fraction of traffic directed by the load balancer

from one day to the next. Figure 3.6 shows the distribution of ∆LoadBal for these events and for all client

regions. As illustrated in the figure, 92.5% of the normal cases have less than 10% of requests shifted away

from the closest front-end server. In contrast, for the ∆FE events, 27.7% of the events have a ∆LoadBal

value greater than 10%; more than 9% of the events have a ∆LoadBal in excess of 0.3, suggesting that the

load-balancing policy is responsible for many of the large increases in latency.

Based on the ∆LatMap and ∆LoadBal metrics, we classify the events into four categories: (i) cor-

related only with latency map changes, (ii) correlated only with load balancing changes, (iii) correlated

with both latency-map changes and load balancing; and (iv) unknown. We choose the 85th-percentile and

90th-percentile in the distribution for the normal cases as the thresholds for ∆LatMap and ∆LoadBal.

Table 3.6 summarizes the results: 26.7% of the events are correlated with both changes to the latency map

and load balancing; 40.8% of the events only with changes in the latency map; 8.3% of the events only

with load balancing; and 24.3% of the events fall into the unknown category. The table also shows results

for the 90th-percentile thresholds.

Note that in the “unknown” category, although the fraction of traffic shifting FEs is low, this does not

mean that the FE change is not responsible for the latency increases. This is because: what matters is the

latency difference between the FEs, not only the fraction of traffic shifting FEs. For example, even if the

fraction of traffic shifting is small, the absolute increase in latency may be high because the clients are

directed to FEs with really large RTTs. Completing this analysis is part of our ongoing work.
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Figure 3.7: Distribution of ∆LatencyMap and ∆FEDistribution for Events ∆FE ≥ 0.4

Threshold (0.27, 0.06) (0.53, 0.08)
(Percentile) 85th 90th
Latency Map 40.8% 23.8%
Load Balancing 8.3% 12.6%
Both 26.7% 18.4%
Unknown 24.3% 45.1%

Table 3.6: Classification of Events with ∆FE ≥ 0.4

3.5.4 Inter-domain Routing Changes

In this subsection, we study the events where the round-trip time increases to existing front-end servers. We

characterize the events based on these metrics, and classify events based on changes to the ingress router,

the egress router and AS path, or both.

For better insight into whether routing changes are responsible for latency increases, we first con-

sider the prevalence of routing changes for all client regions—when latency does not necessarily increase

significantly—for a pair of consecutive days in June 2010. Figure 3.8 shows the CCDF, with the y-axis

cropped at 0.45, to highlight the tail of the distribution where clients experience a large shift in ingress

routers. Significant routing changes are relatively rare for the “Normal Cases.” In fact, 76.6% of the client

regions experience no change in the distribution of traffic across ingress routers. Less than 7% of the re-

gions experience a shift of more than 10%. As such, we see that shifts in where traffic enters Google’s

CDN network do not occur often, and usually affect a relatively small fraction of the traffic.
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Figure 3.8: Ingress router shifts (∆Ingress)

However, large shifts in ingress routers are more common for the events where the round-trip time to

a front-end server increases significantly (i.e., ∆Lat ≥ 0.4), as shown by the “∆Lat Events” curve in

Figure 3.8. The events we study have a much stronger correlation with changes in the ingress routers,

compared with the normal cases. Though 55% of these events do not experience any change in ingress

routers, 22.2% of events see more than a 10% shift, and 6.7% of the events see more than half of the traffic

shifting ingress routers.

Similarly, we calculate ∆EgressASPath for both the normal cases and the ∆Lat events, as illustrated

in Figure 3.9. Compared with ingress changes, we see more egress and AS path changes, in part because

we can distinguish routing changes at a finer level of detail since we see the AS path. For the normal cases,

63% of the client regions see no change in the egress router or the AS path; 91% see less than 10% of the

traffic shifting egress router or AS path. In comparison, for the “∆Lat Events,” only 39% of the events see

no changes in the egress routers and AS paths; 32% of the events see more than 10% of the traffic changing

egress router or AS path, and 10% of the events see more than half of the traffic shifting egress routers

and/or AS paths.

Based on both of the routing indicators, we classify the events into four categories: (i) correlated

only with ingress router changes, (ii) correlated only with changes in the egress router and AS path, (iii)

correlated with both ingress changes and egress/AS-path changes, and (iv) unknown. To identify significant

shifts, we look to the distributions for “Normal Cases” and consider the 85th and 95th percentiles for shifts

in both ∆Ingress and ∆EgressASPath. Table 3.7 summarizes the results. Based on the 85th-percentile
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Figure 3.9: Egress router and AS path shifts (∆EgressASpath)

Thresholds (0.025, 0.05) (0.06, 0.09)
(Percentile) 85th 90th

Ingress 13.9% 12.6%
Egress/AS-path 19.6% 17.4%
Both 23.7% 17.6%
Unknown 42.7% 52.5%

Table 3.7: Classification of Events with ∆Lat ≥ 0.4

thresholds, 23.7% of the events are associated with large shifts in both the ingress routers and the egress/AS-

path; 13.9% of the events are associated with ingress-router shifts; 19.6% of the events are associated with

shifts in the egress router and AS path; and 42.7% of the events fall into the unknown category. We also

show results using the 90th-percentile thresholds.

Note that around half of the events fall into the unknown category, where we could not correlate la-

tency increases with large, visible changes to interdomain routing. Potential explanations include AS-level

routing changes on the forward path (from the client to the front-end server) that do not affect where traffic

enters Google’s CDN network. Intradomain routing changes in individual ASes could also cause increases

in round-trip time without changing the ingress router, egress router, or AS path seen by the CDN. Finally,

congestion along either the forward or reverse path could be responsible. These results suggest that CDNs

should supplement BGP and traffic data with finer-grain measurements of the IP-level forwarding path

(e.g., using traceroute and reverse traceroute [31]) both for better accuracy in diagnosing latency increases

and to drive new BGP path-selection techniques that make routing decisions based on direct observations
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of performance.

3.6 Case Studies

For a better understanding of large latency increases, we explore several events in greater detail. These case

studies illustrate the general challenges CDNs face in minimizing wide-area latency and point to directions

for future work.

3.6.1 Latency-Map Inaccuracies

During one day in June 2010, an ISP in the United States (which we defined as a region in the previous

sections) saw the average round-trip time increase by 111 msec. Our analysis shows that the RTT increased

because of a shift of traffic to different front-end servers; in particular, ∆FE was 1.01. These shifts were

triggered primarily by a change in the latency map; in particular, ∆LatMap was 0.90. Looking at the

latency map in more detail revealed the reason for the change. On the first day, 78% of client requests were

directed to front-end servers in the United States, and 22% were directed to servers in Europe. In contrast,

on the second day, all requests were directed to front-end servers in Europe. Hence, the average latency

increased because the clients were directed to servers that were further away. The situation was temporary,

and the clients were soon directed to closer front-end servers.

This case study points to the challenges of identifying the closest servers and using DNS to direct clients

to servers—topics explored by several other research studies [32, 30, 33, 34, 35]. Clients do not necessarily

reside near their local DNS servers, especially with the increasing use of services like GoogleDNS and

OpenDNS. Similarly, client IP addresses do not necessarily fall in the same IP prefix as their local DNS

server. Further, DNS caching causes the local DNS server to return the same IP address to many clients over

a period of time. All of these limitations of DNS make it difficult for a CDN to exert fine-grain control over

server selection. Recent work at the IETF proposes extensions to DNS so requests from local DNS servers

include the client’s IP address [36], which should go a long way toward addressing this problem. Still,

further research on efficient measurement techniques and efficient, fine-grain control over server selection

would be very useful.
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3.6.2 Flash Crowd Leads to Load Balancing to Distant Front-End Servers

As another example, we saw the average round-trip time double for an ISP in Malaysia. The RTT increase

was caused by a traffic shift to different front-end servers; in particular, ∆FE was 0.979. To understand

why, we looked at the metrics for front-end server changes. First, we noticed that ∆LatMap was 0.005,

suggesting that changes in the latency map were not responsible. Second, we observed that ∆FEDist =

0.34 and ∆LoadBal = 0.323, suggesting that load balancing was responsible for the shift in traffic.

Looking at the client request rate, we noticed that the requests per day jumped significantly from the

first day to the second; in particular, RPD2/RPD1 = 2.5. On the first day, all requests were served

from front-end servers close to the clients; however, on the second day, 40% of requests were directed to

alternate front-end servers that were further way. This led to a large increase in the average round-trip time

for the whole region.

This case study points to a general limitation of relying on round-trip times as a measure of client

performance. If, on the second day, Google’s CDN had directed all client requests to the closest front-

end server, the user-perceived performance would likely have been worse. Sending more requests to an

already-overloaded server would lead to slow downloads for a very large number of clients. Directing

some requests to another server—even one that is further away—can result in higher throughput for the

clients, including the clients using the remote front-end server. Understanding these effects requires more

detailed measurements of download performance, and accurate ways to predict the impact of alternate load-

balancing strategies of client performance. We believe these are exciting avenues for future work, to enable

CDNs to handle flash crowds and other shifts in user demand as effectively as possible.

3.6.3 Shift to Ingress Router Further Away from the Front-End Server

On day in June 2010, an ISP in Iran experienced an increase of 387 msec in the average RTT. We first

determined that the RTT was mainly caused by a large increase in latency to reach a particular front-end

server in western Europe. This front-end server handled 65% of the requests on both days. However,

∆Lati for this server was 0.73, meaning 73% of the increase in RTT was caused by an increase in latency

to reach this front-end server. Looking at the routing changes, we saw a ∆Ingress of 0.38. Analyzing the

traffic by ingress router, we found that, on the first day, all of the traffic to this front-end server entered the

CDN’s network at a nearby ingress router in western Europe. However, on the second day, nearly 40% of

65



the traffic entered at different locations that were further away—21% in eastern Europe and 17% of traffic

in the United States. Thus, the increase in RTT was likely caused by extra latency between the ingress

router and the front-end server, and perhaps also by changes in latency for the clients to reach these ingress

routers.

This case study points to a larger difficulty in controlling inbound traffic using BGP. To balance load

over the ingress routers, and generally reduce latency, a large AS typically announces its prefixes at many

locations. This allows other ASes to select interdomain routes with short AS paths and nearby peering

locations. However, an AS has relatively little control over whether other ASes can (and do) make good

decisions. In some cases, a CDN may be able to use the Multiple Exit Discriminator (MED) attribute in

BGP to control how individual neighbor ASes direct traffic, or perform selective AS prepending or selective

prefix announcements to make some entry points more attractive than others. Still, this is an area that is

ripe for future research, to give CDNs more control over how clients reach their services.

3.6.4 Shorter AS Paths Not Always Better

On another day in June 2010, an ISP in Mauritius experienced a 113 msec increase in the average round-

trip time. On both days, most client requests were handled by a front-end server in Asia—60% on the first

day and 74% on the second day. However, on the second day, the latency to reach this front-end server

increased substantially. Looking at the routing data, we see that traffic shifted to a different egress router

and AS path. On the first day, 56% of the traffic left Google’s CDN’s network in Asia. On the second

day, this number dropped to 10%, and nearly two-thirds of the traffic left the network in Europe over a

shorter AS path. Presumably, upon learning a BGP route with a shorter AS path, the routers preferred this

route over the “longer” path through Asia. However, AS-path length is (at best) loosely correlated with

round-trip time, and in this case the “shorter” path had a much higher latency.

This case study points to a larger problem with today’s interdomain routing system—routing decisions

do not consider performance. The BGP decision process uses AS-path length as a (very) crude measure

of performance, rather than considering measurements of actual performance along the end-to-end paths.

Future work could explore lightweight techniques for measuring the performance along different interdo-

main paths, including the paths not currently selected for carrying traffic to clients. For example, recent

work [37] introduces a “route injection” mechanism for sampling the performance on alternative paths.

Once path performance is known, CDNs can optimize interdomain path selection based on performance,
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load, and cost. However, large CDNs with their own backbone network introduce two interesting twists on

the problem of intelligent route control. First, the CDN selects interdomain routes at multiple egress points,

rather than a single location. Second, the CDN can jointly control server selection and route selection for

much greater flexibility in directing traffic.

3.7 Future Research Directions

In this section, we briefly discuss several natural directions for future work on diagnosing wide-area latency

increases for CDNs.

Direct extensions of our measurement study: First, we plan to extend our methodology in Section 3.3

to distinguish between routing changes that affect the egress router from those that only change the AS

path. Second, as discussed at the end of Section 3.5.3, we plan to further explore the unexplained shifts in

traffic from one front-end server to another. We suspect that some of these shifts are caused by a relatively

small fraction of traffic shifting to a much further away front-end server. To analyze this further, we

plan to incorporate the RTT differences between front-end servers as part of our metrics for studying FE

changes. Third, our case studies in Section 3.6 required manual exploration, after automatically computing

the various metrics. We plan to conduct more case studies and automate the analysis to generate reports for

the network operators.

More accurate diagnosis: First, we plan to work with the groups that collect the measurement data

to provide the data on a smaller timescale (to enable finer-grain analysis) and in real time (to enable real-

time analysis). Second, we plan to explore better ways to track the performance data (including RTT

and RPD) separately for each ingress router and egress/AS-path. Currently, the choice of ingress and

egress routers are not visible to the front-end servers, where the performance data are collected. Third,

we will explore techniques for correlating across latency increases affecting multiple customer regions.

For example, correlating across interdomain routing changes that affect the AS paths for multiple client

prefixes may enable us to better identify the root cause [11].

Incorporating additional data sets: We plan to investigate techniques for improving the visibility of

the routing and performance changes from outside the CDN network. For example, active measurements—

such as performance probes and traceroute (including both forward and reverse traceroute [31])—would

help explain the “unknown” category for the ∆Lat events, which we could not correlate with visible routing
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changes. In addition, measurements from the front-end servers could help estimate the performance of

alternate paths, to drive changes to the CDN’s routing decisions to avoid interdomain paths offering poor

performance.

3.8 Related Work

CDNs have been widely deployed to serve Web content. In these systems, clients are directed to different

servers to reduce latency and balance load. Our characterization reveals the main causes of high latency

between the clients and the servers.

An early work in [32] studied the effectiveness of DNS redirection and URL rewriting in improving

client performance. This work characterizes the size and the number of the web objects CDNs served, the

number of distinct IP addresses used in DNS redirection, and content download time, and compared the

performance for a number of CDN networks. Recent work in [38] evaluated the performance of two large-

scale CDNs—Akamai and LimeLight. Instead of measuring CDNs from end hosts, we design and evaluate

techniques for a CDN to diagnose wide-area latency problems, using readily-available traffic, performance,

and routing data.

WhyHigh [39] combines active measurements with routing and traffic data to identify causes of persis-

tent performance problems for some CDN clients. For example, WhyHigh identifies configuration prob-

lems and side-effects of traffic engineering that lead some clients to much higher latency than others in the

same region. In contrast, our work focuses on detecting and diagnosing large changes in performance over

time, and also considers several causes of traffic shifts from one front-end server to another. WISE [40]

predicts the effects of possible configuration and deployment changes in the CDN. Our work is complemen-

tary in that, instead of studying planned maintenance and operations, we study how to detect and diagnose

unplanned increases in latency.

PlanetSeer [21] uses passive monitoring to detect network path anomalies in the wide-area, and cor-

relates active probes to characterize these anomalies (temporal vs. persistent, loops, routing changes).

The focus of our work is different in that, instead of characterizing the end-to-end effects of performance

anomalies, we study how to classify them according to the causes.
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3.9 Summary

The Internet is increasingly a platform for users to access online services hosted on servers distributed

throughout the world. Today, ensuring good user-perceived performance is a challenging task for the

operators of large Content Distribution Networks (CDNs). In this chapter, we presented techniques for

automatically classifying large changes in wide-area latency for CDNs, and the results from applying our

methodology to traffic, routing, and performance data from Google. Our techniques enable network oper-

ators to learn quickly about significant changes in user-perceived performance for accessing their services,

and adjust their routing and server-selection policies to alleviate the problem.

Using only measurement data readily available to the CDN, we can automatically trace latency changes

to shifts in traffic to different front-end servers (due to load-balancing policies or changes in the CDN’s

own view of the closest server) and changes in the interdomain paths (to and from the clients). Our analysis

and case studies suggest exciting avenues for future research to make the Internet a better platform for

accessing and managing online services.
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Chapter 4

Next-Hop Routing: Routing Protocol

Designed for Better Performance

4.1 Introduction

The Border Gateway Protocol (BGP) stitches a single global Internet together out of smaller networks

with diverse policy objectives. BGP is plagued by poor network performance, as well as security vulner-

abilities, configuration errors, software bugs, and more. BGP does not react to serious performance and

reachability problems in the data plane, which are, in fact, often utterly invisible to the routing protocol.

BGP route fluctuations can lead to high packet loss, intermittent loss of connectivity, and increased path

latency [2]. Remarkably, almost half of the performance problems with VoIP are the result of BGP route

fluctuations [41].

The research and standards communities have proposed numerous ways to fix BGP. These proposals

generally fall into two categories: (1) enhancements to BGP (e.g., to improve convergence [42, 43] and se-

curity [44, 45]); and (2) alternative architectures that take a “clean-slate approach” to interdomain routing

(see [46, 47, 48, 49]). However, these proposals face serious practical obstacles. On the one hand, enhance-

ments to BGP add mechanisms to an already complex protocol, which can introduce new problems (e.g.,

configuration errors, protocol convergence issues, and new attack vectors). On the other hand, alternative

architectures are difficult, often even impossible, to deploy incrementally.
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We present a new way to fix interdomain routing. We introduce a novel routing architecture called

“next-hop routing”, which is based on two guiding principles: (1) Rather than extending or replacing BGP,

simplifying the routing protocol by constraining how routes are selected and exported; and (2) Handling

issues such as data-plane performance and security where they belong—outside the routing protocol. We

argue that next-hop routing is sufficiently expressive to realize network operators’ goals. Our simulations

show that next-hop routing significantly improves performance, without compromising other global objec-

tives.

4.1.1 What’s Wrong with BGP?

BGP gives network operators great expressiveness in specifying routing policies. Unfortunately, this ex-

pressiveness is not free. Today’s routing system faces numerous serious problems, including:

• Slow convergence and divergence. BGP’s convergence to a “stable” routing state can be slow,

resulting in poor network performance. Route fluctuations during convergence can lead to high

packet loss, intermittent loss of connectivity, and increased path latency [2]. (Remarkably, almost

half of the performance problems of VoIP are the result of slow BGP convergence [41].) Worse yet,

BGP dynamics can even enter inescapable oscillations, never reaching stability [50, 51].

• Poor data-plane performance. BGP does not select paths based on end-to-end performance, but

rather based on routing policies and path length. In fact, BGP does not react to serious performance

and reachability problems in the data plane, since these are not visible to the routing protocol. In

addition, a BGP-speaking router selects a single best path for each destination prefix, rather than

capitalizing on the path diversity in the Internet topology.

• Vulnerability to attacks. BGP is notoriously vulnerable to malicious [52, 45] or economically-

driven [53, 54] attacks. Indeed, BGP makes it extremely easy for an AS to manipulate the routing

announcements so as to attract traffic to and through its network [55]. This weakness of BGP can

be exploited for eavesdropping, tampering, packet dropping, and also for economic reasons (e.g.,

increasing an AS’s revenue from transiting traffic). Every few years, a major incident exposes just

how incredibly vulnerable BGP is (e.g., Pakistan Telecom hijacking YouTube traffic [6]).

• Configuration errors and software bugs. Today’s routers have a bewildering array of configura-

tion options for selecting and exporting routes, making configuration errors [56, 57] and software
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bugs [58, 59, 60] common phenomena. In addition, techniques for reducing convergence delay in-

troduce additional timers and configuration options to the router software, exacerbating an already

complex system. Over the past several years, we have seen quite a few serious Internet outages

caused by programmer and operator errors [60, 61, 62].

4.1.2 Simplicity through Next-Hop Routing

Many of BGP’s performance problems relate to how ASes base routing decisions on the sequence of ASes

along a path. To avoid the “count-to-infinity” problems that plagued earlier distance-vector protocols, BGP

was designed as a path-vector protocol that includes the AS-PATH attribute in each route announcement.

This allows an AS to quickly detect and avoid paths that contain loops.

However, the AS-PATH is increasingly used for far more than loop detection and, in particular, network

operators apply complex regular expressions to the AS-PATH to express local preferences over routes.

Unfortunately, routing policies that consider the entire AS-PATH can lead to long convergence time, and

can even result in overall protocol divergence.

We argue that such reliance on the AS-PATH is more a hindrance than a help in achieving good network

performance. Instead, we advocate next-hop routing—that an AS rank and export paths based solely on the

next-hop AS en route to each destination prefix, and apply a simple “consistent filtering” rule [63] when

exporting routes. That is, we relegate the AS-PATH to its traditional role in loop detection. We show that

next-hop routing achieves significantly better network performance than traditional path-based routing in

two important respects:

Better convergence. We show that next-hop routing converges much more quickly to a “stable” routing

configuration than conventional BGP. In addition, the convergence process involves much fewer update

messages and forwarding changes. Our simulation results establish that next-hop routing is especially

effective at preventing the most serious BGP convergence problems.

More amenable to multipath routing. As mentioned earlier, today’s BGP-speaking routers select a single

path for each destination, rather than capitalizing on the path diversity in the Internet. We show that next-

hop routing naturally supports multipath routing, leading to many benefits, e.g., improved availability,

better recovery from failures, load balancing, customized route selection.
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4.1.3 Path-quality Monitoring and Security

Today’s BGP provides network operators with very unsatisfactory means for handling data-plane per-

formance issues and security threats, as reflected in poor network performance and in serious security

breaches. We argue that such important objectives should be handled outside the routing protocol [64], and

propose specific solutions in two key areas:

Performance-driven routing. Today’s BGP-speaking routers prefer shorter AS-PATHs as an indirect way

to improve end-to-end performance. However, AS-PATH length only loosely correlates with end-to-end

propagation delay and does not reflect other performance metrics of interest, e.g., throughput, latency, and

loss [65]. Consequently, BGP is unable to cope with serious performance and reachability problems in the

data plane. We argue that, to achieve good network performance, route selection should be based on direct

observations of path quality, rather than the length of the AS-PATH.

We propose leveraging two mechanisms: end-to-end monitoring and multipath routing (see above).

Neither of these mechanisms is provided by today’s BGP. Instead, ASes should adapt next-hop rankings,

as well as how traffic is split between multiple “next hops,” based on path-quality monitoring in the data

plane. We describe techniques for stub ASes, online service providers, and transit ISPs to monitor path

performance.

Security. We believe that relying on BGP for data-plane security is misguided. Instead, these guarantees

should be assured in other (end-to-end) ways, such as encryption and authentication. We show that next-

hop routing significantly reduces BGP’s attack surface. Specifically, next-hop routing makes ASes immune

to virtually all AS-PATH-based attacks (e.g., path-shortening attacks [55]). Next-hop routing also removes

incentives for rational ASes to manipulate the routes.

4.1.4 Roadmap

We present the details of next-hop routing in Section 4.2. Since next-hop routing is a broad routing architec-

ture, our evaluation takes many forms, including (i) simulation experiments (to measure convergence time),

(ii) protocol design (to illustrate simple ways to support multipath routing and path-quality monitoring),

and (iii) qualitative arguments (about the reduced attack surface and techniques for traffic engineering).

Section 4.3 shows that next-hop routing significantly reduces convergence time and router overhead.

Section 4.4 shows how next-hop routing greatly simplifies support for multipath routing. Section 4.5 shows
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that next-hop routing reduces the attack surface for BGP and provides incentives for rational ASes to partic-

ipate honestly in the protocol. We present techniques for traffic management (i.e., path-quality monitoring

and traffic engineering) in Section 4.6. We present related work in Section 4.7 and conclude in Section 4.8.

4.2 Next-Hop Routing Architecture

We now present our next-hop routing architecture, which consists of two components: (1) three simple

rules that constrain how routes are selected and exported in the BGP decision process; and (2) external

mechanisms for performance-driven routing based on end-to-end data-plane monitoring, and for security.

Our focus in this section is on the first component—the next-hop routing rules. We discuss security and

performance-driven routing in Sections 4.5 and 4.6, respectively.

In today’s Internet, the bilateral business contracts ASes sign with their immediate neighbors play

a crucial role in determining their routing policies (see [66] and Appendix 4.9.2): ASes tend to prefer

revenue-generating routes through customers over routes (for which they pay) through their providers;

ASes avoid carrying traffic through their providers. Under next-hop routing, ASes rank and export paths

solely based on the next-hop AS en route to each destination prefix, but an AS has full control over which

immediate neighbors carry its traffic and direct traffic through it. Next-hop routing thus allows ASes

sufficient expressiveness to realize their business policies. (Indeed, these common routing practices can be

realized with next-hop routing.)

4.2.1 The Existing BGP Decision Process

BGP-speaking routers typically receive multiple routes to the same destination prefix. There are three steps

a BGP router uses to process route advertisements:

1. an import policy determines which routes should be filtered (and hence eliminated from considera-

tion). After the filtering process, a “local preference” is assigned to each route based on the import

policy;

2. a decision process selects the most desirable route;

3. an export policy determines which of the neighbors learn the chosen route.
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1. Highest local preference
2. Lowest AS path length
3. Lowest origin type
4. Lowest MED (with same next-hop AS)
5. eBGP-learned over iBGP-learned
6. Lowest IGP path cost to egress router
7. Prioritize older routes
8. Lowest router ID of BGP speaker

Table 4.1: Steps in the BGP decision process

The decision process consists of an ordered list of attributes across which routes are compared. Here,

we focus on the following important steps in the BGP decision process (see Table 4.1 for more information,

and [1] for more details about the BGP decision process, including a full list of decision steps):

• Prefer higher local preference (LocalPref). The BGP LocalPref attribute enables operators to

express rich, engineering- and business-motivated preferences over routes, thus potentially choosing

a longer AS-PATH over a shorter route;

• Prefer shorter routes. Ties between routes that share the highest LocalPref are broken in favor of

routes with the lowest AS-PATH length;

• Prioritize old routes over new ones. This decision step is implemented in some routers [67] but not

always enabled by default.

4.2.2 Next-Hop Routing Rules

We now specify our three next-hop routing rules.

Rule I: Use next-hop rankings. Configure rankings of routes based only on the immediate next-hop AS

en route to each destination (e.g., to prefer customer-learned routes over provider-learned routes). Ties in

the rankings of next-hops are permitted.

Rule II: Prioritize current route. To minimize path exploration, when faced with a choice between the

“old” (current) route and an equally-good (in terms of next-hop) new one, re-select the old route.

Rule III: Consistently export [63]. If a route P is exportable to a neighboring AS i, then so must be all

routes that are more highly ranked than P . Intuitively, Consistent Export prevents undesirable phenomena
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Figure 4.1: ASes A, B and C wish to send traffic to AS d. All three ASes have next-hop rankings, e.g., A prefers
sending traffic directly to d over sending traffic through B. AS B is willing to export route BAd, but not the more
preferred route Bd, to C. Hence, if B changes its route from BAd to the Bd, it will stop announcing its route to C
and thus disconnect C from the destination d.

as in Figure 4.1, where an AS disconnects a neighbor from a destination by selecting a better route for

itself.

4.2.3 Implementing the Next-Hop Routing Rules

Next-hop routing can be deployed incrementally by individual ASes, without changing the BGP protocol.

In addition, next-hop routing greatly simplifies the protocol configuration interface and router software

implementation. We envision three main deployment scenarios that offer increasing benefits in this respect.

Configure today’s routers to obey the next-hop rules.

Network operators can switch from path-based routing to next-hop routing by locally configuring their

existing routers in accordance with the next-hop routing rules. This is achieved via the following three

actions: (i) applying only next-hop rankings when assigning LocalPref, (ii) disabling the AS-path length

step in the BGP decision process (as supported on most commercial routers), and (iii) selecting eBGP

export policies that obey consistent filtering. The advantage of this approach is that an AS can readily

deploy next-hop routing without any changes to the underlying equipment and without any support from

its neighbors1.

1Peering contracts usually requires an AS to export routes with the same AS-PATH length across all peering points with a given
neighbor, which allows the neighbor to employ hot-potato routing. However, the neighbor can take advantage of the BGP decision
process by sending routes with different lengths to influence how traffic enters the network. With next-hop routing, this is not
possible since the step of using shorter AS-PATH length is disabled in the decision process, and all routes are considered equally good
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Create a simpler configuration interface.

The simplicity of next-hop routing enables the design of a simpler BGP configuration interface, that en-

forces next-hop routing, in which: (i) the path ranking is configured simply by specifying an order (that

need not be necessarily strict) over neighboring ASes (routers) and applied to a set of destination prefixes;

(ii) the AS-PATH length step in the BGP decision process is disabled by default, and (iii) for each neigh-

boring AS A (router), the local export policy with respect to A is configured simply by specifying a single

neighboring AS B; only routes that have B, or some more preferred neighbor, as a next hop are exportable

to A. (If an AS wishes to make all routes exportable to its neighbor it can do so by specifying a unique

symbol.)

This simple configuration interface requires less training for network operators and would lead to fewer

configuration errors. In addition, the router software would be simpler (and, hence, have fewer bugs) since

the policy configuration would be easier to parse; this is important, as many bugs in routing software lie in

the complex configuration parsing code [58].

Build router software that (only) supports next-hop routing.

Router software that only supports next-hop routing would not only have much fewer configuration op-

tions, but also much fewer execution paths (for applying routing policy) and a simpler/shorter decision pro-

cess. We later show that next-hop routing has much better convergence properties than path-based routing.

Hence, some complex mechanisms for reducing convergence time (such as the min-route-advertisement

timer and route-flap damping) may not be needed. Instead, router software could be extended in newer,

more fruitful, directions, such as support for multipath routing.

4.3 Better Routing Convergence

Intuitively, BGP can converge slowly for two main reasons: (1) small and faraway routing changes can

lead an AS to select a new next-hop, thus leading to a chain reaction of subsequent routing changes; and

(2) inconsistencies between path rankings and route export policies can lead an AS to disconnect other

ASes from a destination when selecting a better route for itself, pushing them to seek alternate routes (see

Figure 4.1).

irrespective of their AS-PATH length.
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Figure 4.2: Fraction of non-stub ASes experiencing more than x update messages after a link failure.

Our next-hop routing rules prevent these scenarios; next-hop rankings guarantee that remote routing

changes do not drive an AS to change its next hop; Consistent Export guarantees that when selecting

a better route, an AS never disconnects other ASes from a destination. We now present experimental

evidence that next-hop routing converges quickly to a “stable” routing configuration.

Metrics. We focus on three metrics for measuring performance during the convergence process:

• # forwarding changes, that is, the number of times ASes change their choices of next hop during

the convergence process (summed across all vantage point ASes);

• # routing changes, that is, the number of times ASes’ routes change during the convergence process

(summed across all vantage point ASes);

• # BGP updates transmitted during the convergence process (summed across all vantage point ASes).

Our experiments show that next-hop routing significantly reduces the number of update messages,

routing changes, and forwarding changes, under various network events and vantage points.

4.3.1 Simulation Setup

Topology. We use the Cyclops [68] AS-level Internet topology on Jan 1, 2010. Each AS is represented by

one router, and the links between ASes are annotated with business relationship. The topology contains a

total of 33,976 ASes, of which 4,670 are non-stubs, that is, ASes that have customers of their own, and the

rest are stubs. The topology contains 54,786 customer-provider links and 43,888 peer-peer links.
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Figure 4.3: Fraction of non-stub ASes experiencing more than x routing changes/forwarding changes after a link
failure

Protocols. We evaluate BGP (standard decision process), PRR (Prefer Recent Route) [67] where the

final tie-breaking step prefers the current best route over new routes, and next-hop routing. For all these

protocols, we follow the Gao-Rexford import and export conditions [66] (see Appendix 4.9.2), where ASes

prioritize customer-learned routes over peer-learned routes over provider-learned routes. BGP and PRR

prefer shorter routes to longer ones within each category (customer-/peer-/provider-learned). All three

protocols obey the Consistent Export requirement. Comparing the three protocols allows us to quantify

the importance of next-hop ranking (only in next-hop routing) and prioritizing the current route (in both

next-hop ranking and PRR).
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Simulator. We use the C-BGP [69] simulator. Note that C-BGP does not support the MRAI (Minimum

Route Advertisement Interval) timer, which rate-limits the updates sent on each session. Although the BGP

RFC recommends the default MRAI of 30 seconds [1], router vendors [70] and the IETF [71] advocate

using much smaller MRAIs (e.g., a few seconds) or removing the timer entirely, due to the performance

requirements of interactive applications. Thus, our simulation results without MRAI settings should be a

reasonable estimation of forwarding changes, routing changes, and BGP update messages as the Internet

moves away from large MRAI timers. In fact, our experimental and theoretical results below suggest that

next-hop routing could allow ASes to remove the MRAI timer entirely. Since C-BGP does not produce

accurate estimates of convergence time, we do not present results for this metric.

Events. We consider three events: prefix announcement, link failure, and link recovery. We first inject a

prefix from a randomly selected multi-homed stub AS, next randomly fail a link between a stub AS and

one of its providers, and then recover the failed link. We wait for the routing protocol to converge after

each step, before moving on to the next step. For each experiment, we compute all the metrics at selected

vantage points (see below). We repeat this experiment for 500 randomly-chosen multi-homed stub ASes.

Vantage points. We observe the number of update messages, routing changes, and forwarding changes

from all 4,670 non-stub ASes and from randomly chosen 5,000 stub ASes as vantage points.

4.3.2 Convergence Results

We now present our results for the failure of a link connecting an AS to the rest of the Internet. Results for

the other events we evaluate are similar.

Comparison: BGP updates at non-stubs. Figure 4.2 plots the distribution of the number of update

messages seen at non-stub ASes. Around one-third of the ASes on the Internet see no routing changes after

a link failure. For the ASes which experience a routing changes, the average number of updates received at

each AS is 11.7 for BGP, 11.8 for PRR, and 8.0 for next-hop BGP. Since many ASes see little or no effects

after any event, we plot the complementary cumulative distribution function (CCDF) to focus on ASes that

experience many update messages.

Under BGP (upper curve in Figure 4.2), some non-stub ASes receive thousands of update messages.

Interestingly, the larger, better-connected ASes tend to receive more update messages, presumably because

they have many more neighbors exporting routes to them. The most-affected non-stub AS receives 1698
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update messages. PRR slightly reduces this number (middle curve in Figure 4.2, which mostly overlaps

with the BGP curve, except at the tail), by avoiding unnecessary path exploration. Next-hop routing leads

to significant improvement (bottom curve). The much smaller number of update messages suggests that

next-hop routing would allow ASes to remove the MRAI timer (as is the case in our experiments) without

introducing a large number of messages.

Recall that next-hop routing protocol is composed of three parts: next-hop ranking, prefer old route,

and consistent export. While the step of consistent export is applied in all protocols of BGP, PRR, and

next-hop, the gap between the curves of BGP and PRR in Figure 4.2 shows the minor benefits of the PRR

step in next-hop routing. By contrast, the gap between the curves of PRR and next-hop in the figure clearly

demonstrates the improvement by using next-hop ranking.

Comparison: routing/forwarding changes at non-stubs. Next-hop routing also greatly reduces the num-

ber of routing and forwarding changes for non-stub ASes (see Figure 4.3). For the ASes which experience

changes, the average number of routing changes is 4.99 for BGP, 5.03 for PRR, and only 3.95 for next-hop

BGP. We get similar results for the average number of forwarding changes: 2.36 for BGP, 2.37 for PRR, and

2.20 for next-hop routing. In fact, none of the non-stub ASes experience more than six forwarding changes

under next-hop routing for these experiments. In contrast, ASes experience as many as ten forwarding

changes when preferring a shorter AS-PATH over staying with the same next-hop AS, as in PRR.

Comparison: stubs. Figure 4.4 plots the distribution of the number of update messages and routing

changes as seen at stub ASes. Observe that next-hop routing once again leads to significant improvement

over both BGP and PRR.

The 0.1% position. The CCDF plots, while useful for illustrating the diverse experiences of ASes dur-

ing convergence, are unwieldy for head-to-head comparisons of the protocols across different events and

convergence metrics. Yet, with such a skewed distribution, the mean and the median are not especially

meaningful. So, we focus on the experience of the AS at the 0.1% position in the CCDF plots, allowing

us to focus on the (non-stub) ASes that are affected the most link failures without allowing one outlier AS

to bias the results. We summarize the data in bar charts in Figure 4.5 and Figure 4.6. The bars for “Link

Failure” correspond to the y = 0.001 position in Figures 4.3(a) and 4.4(a), respectively. We do not plot the

number of forwarding changes since, for most experiments, the 0.1th-percentile AS experienced at most

one forwarding change. We get similar results by comparing the number of update messages and routing
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Figure 4.4: Fraction of stub ASes experiencing more than x update messages/routing changes after a link failure

changes during various events for the stub ASes.

Conclusions. Our results show that next-hop routing offers reductions in the number of update messages

and routing changes across a range of network events. These results also illustrate how next-hop routing

is especially effective at preventing the most serious convergence problems—where an AS experiences

hundreds of routing changes and tens of forwarding changes. This not only reduces the performance

degradation experienced by the data traffic, but also significantly reduces the overhead for disseminating

BGP update messages.
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Figure 4.5: Number of update messages and routing changes for stub ASes

4.4 Multipath Interdomain Routing

Recently, there has been a surge of interest in multipath interdomain routing (see, e.g., [72, 48, 42, 73,

74]). We now discuss how next-hop routing can make multipath routing more scalable and incrementally

deployable.

Naive BGP-based multipath routing schemes can be unscalable, due to the need to disseminate and

store multiple routes. For the topology in Figure 4.7, consider the naive multipath protocol where nodes

announce all available routes to neighboring nodes. Observe that ASes A and B, that each have two routes

to the destination d, will both announce two routes to AS C. AS C will then announce four routes to AS

D, and so on. This can easily result in state explosion and in excessive transmission of update messages.
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Figure 4.6: Number of update messages and routing changes for non-stub ASes

We show that next-hop routing is more amenable to multipath than path-based routing. The key obser-

vation is that under next-hop routing, a node need not learn a neighboring node’s multiple paths, but merely

learn enough to avoid loops. If AS C in Figure 4.7 has a next-hop ranking of routes then, to enable C to de-

tect loops, AS A (or B) can merely send C an (unordered) list of all the ASes its (multiple) routes traverse.

BGP allows the aggregation of routes into one such AS-SET [75], that summarizes the AS-PATH attributes

of all the individual routes. Thus, BGP route aggregation, used to keep BGP routing tables manageable in

other contexts, can also be used to greatly mitigate the cost of multipath next-hop routing.

Hence, next-hop routing lowers the barrier for making multipath routing a reality. Capitalizing on

multipath routing can yield the following benefits:
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Figure 4.7: ASes A and B both announce two routes to AS C, and C then announces four routes to AS D, and so on.
Clearly, this can result in state explosion.

Availability. Multipath routing increases the likelihood that an AS has at least one working path.

Failure recovery. An AS with multiple next-hops can react immediately to a failure in one outgoing link

by sending traffic along another (and not wait for the protocol to re-converge).

Load balancing. An AS could have multiple next-hops (with equal local preference) and decide whether

and how much traffic to direct through each next-hop (e.g., based on data-plane monitoring). Conventional

techniques, such as hashing on fields in the IP header, can ensure that packets of the same flow traverse the

same path, to prevent out-of-order packet delivery.

4.5 Security

We now present the advantages of next-hop routing over path-based routing with BGP in terms of security:

(1) significantly reduced attack surface; and (2) incentive compatibility. We then explain how additional

security mechanisms can be used to secure the routing system from the remaining forms of attacks.

4.5.1 Reduced Attack Surface

Some of the most dangerous attacks on BGP are based on “lying” about the length of an AS’s path. Indeed,

an AS can attract much traffic by announcing a shorter route than that it really has [55], thus launching so

called blackhole or interception attacks for tampering, dropping packets, eavesdropping, etc.

Under next-hop routing, ASes do not consider the AS-PATH when making routing decisions—beyond
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the first hop, which cannot be forged!—and so an AS no longer benefits from such attacks. Thus, next-hop

routing significantly reduces BGP’s attack surface. In fact, the only effective AS-PATH-based attacks on

next-hop routing are attacks that trigger BGP’s loop detection mechanism (that are clearly also effective

against path-based routing with BGP).

4.5.2 Incentive Compatible

BGP is not incentive compatible, in the sense that ASes might have incentive not to participate honestly

in the routing protocol [53, 76, 54]. In contrast, [53] shows that next-hop routing is incentive-compatible.

Specifically, in the Gao-Rexford framework (see Appendix 4.9.2), an AS cannot get a “better” next-hop to

a destination by “deviating” from BGP (e.g., announcing bogus routes, reporting inconsistent information

to neighboring ASes, etc.).

To illustrate the incentive compatibility of next-hop routing, we revisit the example in Figure 4.1. Ob-

serve that in the unique stable routing state ASes A, B, and C send traffic along the routes Ad, Bd, and

CBd, respectively. Hence, BGP is guaranteed to converge to a routing state where each AS directs traffic

via its most preferred feasible next-hop AS. (Observe that, while B would prefer using C as a next-hop, no

route from C to d that does not traverse B exists, and hence B cannot hope to send traffic through C.) [53]

shows that this is true for general network topologies (see also [63]).

4.5.3 End-to-end Security Mechanisms

Today, an AS can use BGP policies to avoid paths that travel through undesirable ASes. For example, the

U.S. government may want to avoid directing their traffic through other countries. Similarly, an AS may

wish to avoid ASes known to perform censorship, conduct wiretapping, or offer poor performance. This is

achieved by applying regular expressions to the AS-PATH to assign lower preference to routes that contain

the undesirable ASes, or filtering these routes entirely. Under next-hop routing, an AS can no longer

specify BGP routing policies that avoid remote undesirable ASes or countries rendering such “AS-avoiding

policies” impossible.

While next-hop routing renders “AS-avoiding policies” impossible, we point out that these kinds of

policies come with no guarantees; the AS-PATH lists the sequence of ASes that propagated the BGP an-

nouncement, not the path the data packets necessarily traverse (and these can differ even for benign rea-
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sons). We believe that relying on BGP for data-plane security is misguided. It is precisely when issues like

confidentiality and integrity are involved that the matter should not be left to chance, or misplaced trust.

Instead, we argue that these guarantees should be assured in other (end-to-end) ways, such as encryption

and authentication, e.g., using the mechanisms in [64].

4.5.4 Discussion

We have shown that next-hop routing renders some dangerous attacks against BGP (almost all AS-PATH-

based attacks, e.g., path-shortening attacks) ineffective, while making other attacks less harmful, or non-

beneficial for the attacker. We have also shown how end-to-end mechanisms, which can be incrementally

deployed, can be used to improve data-plane security. Combining these measures will create a routing sys-

tem that is significantly more secure than today’s BGP. However, next-hop routing alone does not provide

full protection against all attacks. Specifically, next-hop routing is still vulnerable to “prefix hijacking”

attacks, where the attacker announces an IP prefix which it does not own, as well as to attacks that trigger

BGP’s loop-detection mechanism.

Over the past decade the standards and research communities have devoted much effort to securing BGP

against prefix hijacking and more sophisticated attacks. We are finally witnessing the initial deployment

of the Resource Public Key Infrastructure (RPKI)—a cryptographic root-of-trust for Internet routing that

authoritatively maps ASes to their IP prefixes and public keys. RPKI will enable an AS to authenticate

that the origin of a route announcement indeed owns the announced prefix—a property called “origin

authentication”. In addition, there is much debate about the deployment of mechanisms for AS-level path

validation (e.g., S-BGP, soBGP, BGPsec), which will enable an AS to verify that an announced route

actually exists (and was announced to the announcer), thus also preventing attacks against BGP’s loop-

detection mechanism.

4.6 Traffic Management

Today’s routers prefer shorter AS-PATHs as an indirect way to improve end-to-end performance and avoid

selecting backup routes. In this section, we discuss how network operators can more naturally achieve their

traffic-management goals without relying on the AS-PATH. First, we discuss how to rank next-hop ASes

based on measurements of end-to-end path performance. Then, we discuss how operators can balance load
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Figure 4.8: ASes’s path lengths after a prefix injection.

by ranking next-hop ASes on a per-prefix basis and tagging backup paths with a BGP community attribute.

4.6.1 Performance-driven Routing

Next-hop routing can lead to longer paths than conventional BGP. In practice, AS-PATH length is not a

good indicator of performance2, but using shorter paths is generally better (all other things being equal).

To understand the impact on AS-PATH length, we analyze the differences in path lengths for different

ASes across a range of events. Specifically, we evaluate next-hop routing and regular BGP, across prefix

injection (“T-up”, Figure 4.8), link failure (“T-long”, Figure 4.9), and link recovery (“T-short”, Figure 4.10).

Our experiments show that most ASes (68.7%–89.9%, depending on the event) have the same AS-PATH

length under BGP and next-hop routing, and most other ASes experience just one extra hop. Still, a non-

trivial fraction of ASes see even longer paths. While these paths may perform reasonably well, some ASes

may indeed experience worse performance. As a result, we believe that a static next-hop ranking should

not be the only factor in routing decisions.

Given AS-PATH length only loosely correlates with path performance, we argue that routers should

make decisions based on measurements of path quality. Routers could adjust (i) the ranking of the next-

hop ASes and (ii) the splitting of traffic over multiple next-hop ASes with the same rank, based on the

performance metrics (e.g., throughput, latency, or loss) of interest. Different kinds of ASes may select

2AS-PATH length is (at best) loosely correlated with end-to-end propagation delay—a route with short AS-PATH can have many
router-hops, or be long in terms of physical distance. Moreover, in practice, shorter AS path also does not necessarily mean larger
throughput.
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Figure 4.9: ASes’s path lengths after a link failure.
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Figure 4.10: ASes’s path lengths after a link recovery.

different techniques for monitoring path performance, such as:

Multihomed stub ASes: Multi-homed stub ASes can apply existing measurement techniques for in-

telligent route control supported in commercial routers (e.g., [77]). Round-trip performance measurements

are relatively easy to collect, since the stub AS sees traffic in both the forward and reverse directions.

Online service provider: Online service providers, such as Google and Microsoft, can easily monitor

end-to-end performance for their clients (e.g., by logging TCP-level RTT statistics at their servers [28]).

Transit providers: Performance monitoring is more difficult for transit providers, since most traffic

does not start or end in their networks, and asymmetric routing may cause them to see one direction of traffic

but not the other. Still, passive flow measurements can be used to infer performance [78]. Transit providers
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can also measure performance directly by using hash-based sampling [79] to sample both directions of the

traffic—for the subset of flows that traverse the AS in both directions. This technique also ensures that AS

measures just the downstream portion of the path to the destination, rather the part between the source and

the ISP.

In all three cases, ASes can measure the performance of multiple paths by using “route injection” [80]

to direct a small portion of traffic on each alternate path to continuously track performance. In addition,

ASes can use active probing to monitor alternate paths, rather than directing “real” customer traffic over

these paths.

Based on the performance measurements, an AS can adapt how it directs traffic over multiple next-

hops. Designing and analyzing effective adaptive load-balancing techniques is a rich research topic in it

own right. Recent work suggests that it is indeed possible to design stable and efficient controllers for

adapting the flow of traffic over multiple paths [81, ]. We plan to study this issue in greater depth as part of

future work.

4.6.2 Interdomain Traffic Engineering

In addition to selecting paths with good performance, operators rely on interdomain path selection to bal-

ance load on their network links. Operators perform traffic engineering by measuring traffic volumes and

selecting paths that optimize the flow of traffic over different links. Today, some operators use the AS-

PATH to aid in traffic engineering. We believe other approaches (that do not rely on the AS-PATH) are

more appropriate:

Outbound traffic engineering: Operators balance load on edge links to other ASes by adjusting the

policies that assign “local preference” to BGP routes. This is still possible under next-hop routing, with the

restriction that the preferences depend only the immediate neighbor rather than subsequent hops in the AS-

PATH. As such, network operators cannot use “regular expressions” on the AS-PATH to (say) direct some

traffic through an alternate egress point based on whether the second AS in the path is even or odd [82].

Policies based on regular expressions are arguably quite clumsy, and may not be widely used in practice.

Instead, network operators could select different next-hop rankings for different (groups of) destination

prefixes as a way to direct some traffic over other paths.

Inbound traffic engineering: Controlling the flow of incoming traffic is notoriously difficult, since

Internet routing is destination-based. Today, some ASes use “AS prepending”—artificially adding extra
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hops to make the AS-PATH look longer—to make routes through them look less desirable to others. This

is often used as a (somewhat clumsy) way to signify a “backup” route. Observe that next-hop routing, by

removing AS-PATH length from the decision process, makes AS prepending ineffective. Instead, network

operators could use BGP communities to signal backup routes to neighboring ASes [83]; if these ASes

export the “signal” to their neighbors, other ASes can also give lower ranking to backup paths. Perhaps

more importantly, path-quality monitoring allows ASes to make decisions based on performance, leading

naturally to routing decisions that avoid placing excessive load on lower-bandwidth backup links. Still, just

as with today’s BGP, inbound traffic engineering remains somewhat of a “black art.”

In addition, traffic engineering greatly benefits from multipath routing—something next-hop routing

supports much more naturally than conventional BGP, as discussed earlier in Section 4.4. An AS can easily

split traffic over multiple next-hops leading to the same destination; adjusting the fraction of traffic assigned

to each next-hop is a much finer-grain approach to traffic engineering than selecting a single path for each

destination prefix.

4.7 Related Work

Interdomain routing has been an active research area, ever since early work identified thorny problems with

BGP [50, 84, 51]. Since then, many papers have characterized BGP’s behavior (both theoretically [66, 76,

53], and via measurement [2, 56]), and designed techniques for managing BGP (to detect configuration

mistakes [57] and automate traffic engineering [82]). Other research has proposed extensions to BGP

(particularly to improve security [44, 45] and convergence [42, 43], or support multipath routing [72, 48,

42, 73, 74, 64]), or designed new interdomain routing architectures [46, 47, 48, 49]. We do not attempt to

provide a comprehensive overview.

Our work is inspired by recent theoretical work [53, 54, 63] on BGP policy restrictions that lead to

desirable global properties. We explore whether we can make reality look more like those models.

4.8 Summary

BGP suffers from many serious problems. We argued that simplifying BGP is an attractive alternative to

extending or replacing BGP. We proposed next-hop routing—three simple constraints on how routes are
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selected and exported, combined with external mechanisms for data-plane monitoring and security. Next-

hop routing allows ASes sufficient expressiveness to realize their business and engineering objectives,

while sidestepping some of BGP’s major problems (e.g., slow convergence, large attack surface, incentives

to “lie”, difficulty in supporting multipath routing, and more).

Our work leaves several interesting directions for future research. We plan to explore how to remove

the AS-PATH attribute entirely, that is, how not to rely on the AS-PATH even for loop detection purposes

(e.g., by detecting forwarding loops through data-plane monitoring). We also plan to further investigate the

stability and efficiency of adaptive interdomain routing based on measurements of data-plane performance.

4.9 Appendix

4.9.1 Modeling BGP Dynamics

We use the standard model for analyzing BGP dynamics put forth in [51]. The reader is referred to [51] for

further details.

Network and policies. The network is defined by an AS graph G = (N, L), where N represents the set

of ASes, and L represents physical communication links between ASes. N consists of n source-nodes

{1, . . . , n} and a unique destination node d. P i denotes the set of “permitted” simple (noncyclic) routes

from i to d in G. Each source-node i has a ranking function≤i, that defines an order over P i. We allow ties

between two routes in P i only if they share the same next hop. The routing policy of each node i consists

of ≤i and of i’s import and export policies.3

Protocol dynamics. Under BGP at routing tree to the destination d is built, hop-by-hop, as knowledge

about how to reach d propagates through the network. The process is initialized when d announces itself

to its neighbors by sending update messages. From this moment forth, every active node establishes a

route to d by repeatedly choosing the best route that is announced to it by its neighbors (according to <i)

and announcing this route to its neighbors (according to its export policy). The network is assumed to be

asynchronous; ASes can act at different times and BGP updates can be arbitrarily delayed.

Stable states. Informally, a stable state is a global configuration that once reached remains unchanged.

3The import and export policies can be folded into the routing policies, by modifying the preferences so that paths that are filtered
out have the lowest possible value. Thus, we do not explicitly model these.
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Formally, a stable state is an n-tuple of routes in G, R1, ..., Rn, such that: (1) If for two nodes i 6= j it

holds that j is on Ri, then it must hold that Rj ⊂ Ri (that is, Rj is a suffix of Ri). (2) If there is a link

(i, j) ∈ L, and Ri 6= (i, j)Rj , then (i, j)Rj <i Ri. It is easy to show [51] that a stable state is always in

the form of a tree rooted in d.

4.9.2 Gao-Rexford Framework

In the Gao-Rexford framework, neighboring ASes have one of two business relationships: customer-

provider and peering. [66] presents three conditions that are naturally induced by the business relationships

between ASes and proves that these conditions imply guaranteed BGP convergence to a stable state. The

three Gao-Rexford conditions are the following:

• Topology Condition: there should be no customer-provider cycles in the AS hierarchy digraph.

• Preference Condition: an AS should prioritize customer-learned routes over peer- and provider-

learned routes.

• Export Condition: an AS should not export peer-/provider-learned routes to other peers and providers.

If the Gao-Rexford conditions hold for a network, then BGP convergence to a stable state is guaran-

teed [66].
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Chapter 5

Conclusion

Today’s Internet routing was not designed with management and performance challenges in mind. There-

fore, the network operators and researchers face a number of major challenges in minimizing performance

disruptions in the network, including: (1) ISP’s challenge in providing good transit for IP packets, (2)

CDN’s challenge in maximizing performance for services, and (3) research community’s challenge in im-

proving the design of the routing protocol for better data-plane performance. This dissertation addresses

these challenges from three different perspectives.

In this dissertation, we identified two network troubleshooting challenges faced by ISPs and CDNs

today, and presented solutions. We then took the protocol designer’s perspective, and proposed a BGP

variant designed for performance-driven route selection.

First, we identified that many network-management tasks in large ISP networks need to track route

changes scalably and in real time. We formulated the problem as: given an IP packet which entered the

network at a particular place and time, where does it leave the network, and what is the subsequent path

to the destination. To answer this question, we need to keep track of the changes to the longest prefix

match (LPM). We explored the option to track LPM changes using the forwarding table of the IP routers

today, and pointed out the scaling challenges of this approach. Instead, we proposed the idea of grouping

IP addresses into contiguous ranges which match the same set of prefixes. The concept of the address

range not only makes the tracking of LPM changes scale, but also facilitates parallelization. We designed

and implemented the Route Oracle tool based on this idea. We presented performance evaluation of the

tool, with the following optimizations: pre-processing of address range records and parallelization of query
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processing. We demonstrated the ability of the Route Oracle tool to handle large number of queries at scale

and in real time.

In our second case study, we focused on one of the major challenges that CDN networks face today:

minimizing network latency for the clients accessing the CDN services. The problem is challenging, be-

cause latency may increase for many reasons, such as inter-domain routing changes and the CDN’s own

load-balancing policies. We first separated the many causes from the effects by using a decision tree to

classify latency changes. Another challenge is that network operators group clients according to their ISP

and geographic region to reduce measurement and control overhead, but the clients in a region may use

multiple servers and paths during a measurement interval. To solve the problem, we proposed metrics that

quantify the latency contributions across sets of servers and routers. Our analysis over a month of data from

Google’s CDN showed that nearly 1% of the daily latency changes increase delay by more than 100 msec.

More than 40% of these increases coincide with inter-domain routing changes, and more than one-third

involve a shift in traffic to different servers. Furthermore, we explored case studies involving individual

events, and identified research challenges for measuring and managing wide-area latency for CDNs.

Finally, we took a broader perspective on improving the inter-domain routing system. The BGP pro-

tocol today does not perform well, because it converges slowly, selects paths without regard for perfor-

mance, does not support multipath routing, and has numerous security vulnerabilities. Rather than adding

mechanisms to an already complex protocol, or redesigning inter-domain routing from scratch, we pro-

posed making BGP simpler, and handling issues such as data-plane performance and security where they

belong—outside the routing protocol. We proposed a transition from today’s path-based routing (where

routing decisions depend on the entire AS-PATH) to next-hop routing—a solution that selects and exports

routes based only on the neighboring domain. Based on experimental results, we showed that next-hop

routing leads to significantly better network performance than path-based routing, alongside other advan-

tages (including being more amenable to multipath routing and a reduced attack surface).

Collectively, the contributions of this dissertation provided solutions to help automate the network diag-

nosis process for ISPs and CDNs, with the proposal to revise the routing protocol for better performance.
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